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Executive Summary 
The Louisiana Department of Transportation and Development (DOTD) has taken a 
leadership role in the use of Intelligent Transportation Systems (ITS) to improve the 
operations of the state’s transportation systems as well as facilitate Louisiana’s unique 
needs for hurricane related emergency evacuation. 

The project steering committee that was appointed to help direct Louisiana’s ITS efforts 
established these major implementation objectives:  

• To facilitate the establishment of a clear Statewide Vision and Operations Concept 

• To develop an Integration Strategy, that includes a Statewide Concept of 
Operations along with a set of Functional Requirements, that builds on the 
Statewide ITS Architecture previously developed and embodies the principles of 
the National ITS Architecture 

• To develop an ITS Implementation Plan for Louisiana that will provide functional 
consistency with the needs of the program participants 

• To develop a statewide ITS Telecommunications Design that is cost effective, 
utilizes existing telecommunications resources, identifies and addresses the ITS 
communications requirements. 

This Louisiana Statewide ITS Implementation & Telecommunications Plan builds upon 
the strategic vision and needs identified in the Louisiana ITS Business Plan and furnishes 
specific projects as well as a statewide telecommunications design to implement the ITS 
services presented in the Concept of Operations and described in the Functional 
Requirements developed for Louisiana ITS implementation. 

Early in the development process, DOTD reached consensus on their vision for ITS in 
Louisiana. The adopted vision is stated on the following page. 
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Vision 
 

The LADOTD will be guided by the following principles: 

 

• Major traveler delays on freeways and major arterial routes will be minimized
through rapid detection, response and clearance of all reported incidents. 

• Citizens will be able to reach safe locations during emergency evacuations
sooner through the continuous monitoring and management of traffic and
communication of best route information to evacuees. 

• Travelers will be able to avoid delays on freeways and major arterial routes
through the availability of accurate information on work zone, construction
area, and incident locations in a wide variety of different ways, both pre-trip
and en-route. 

• Travelers will be able to make informed decisions about trip need, time, route
and mode because they will be able to access accurate information about
current traffic conditions and public transit options. 

• Accidents in work zone areas and at high-accident locations will be reduced
through advance warnings and effective speed control measures. 

• Traveler delay on major arterial routes will be minimized through use of traffic
signal control strategies that respond to changing traffic conditions. 

• Louisiana’s industry will realize lower transportation costs. 
• Quality of life will be improved because travel will become more predictable

and less stressful.   
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A three step interactive approach was taken in the development of the implementation 
portion of the plan to allow for continual input and feedback from Louisiana 
stakeholders.  The steps followed are: 

1. Gather Inventory Information 

2. Develop a Statewide ITS Integration Strategy 

3. Develop an ITS Implementation Plan 

A series of interviews and document reviews were conducted to determine specific ITS 
needs pertaining to systems, funding, scheduling, prioritization, personnel requirements, 
operating agreements and other actions required to develop implementation strategies. 
The interviews targeted transportation management personnel in the New Orleans region, 
which includes Hammond and Slidell, Baton Rouge, Lafayette, Shreveport/Bossier City, 
Lake Charles, Houma/Thibodaux as well as the State Police, and the State Office of 
Emergency Preparedness.  The Alexandria and Monroe Districts both will benefit from 
implementations along their respective interstate highways and will be the subject of 
longer range ITS planning for Louisiana. 

The implementation plan focuses on regional traffic management centers (TMCs) to 
improve traffic operations and support emergency evacuation, especially prior to, during 
and after hurricanes. Initial implementation emphasis will target TMCs in New Orleans, 
Baton Rouge, Houma/Thibodaux and Lafayette in order to facilitate evacuation efforts at 
the earliest possible date. Northern TMCs will be planned concurrently with 
implementation phased in mid to longer-term timeframes. 

 
Baton Rouge ATM/TMC 
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The plan identifies regional ITS needs and operational concepts for each of the TMCs as 
well as required staffing, facilities, communications, devices (such as dynamic message 
signs (DMS), highway advisory radio (HAR) and closed circuit television cameras 
(CCTV) and maintenance requirements that will enable the centers to function. LADOTD 
will provide leadership and a major portion of the funding for ITS implementation both 
on a statewide and regional basis. However, local and statewide governmental emergency 
preparedness, law enforcement and traffic operations agencies and officials are essential 
partners for ITS implementation. Additionally, private stakeholders such as motor 
carriers, emergency incident responders and traffic information services are included in 
the planning and operations of the regional TMCs.  

Louisiana ITS operations also include a centralized state role that involves coordination 
of large-scale emergency evacuation, provision of statewide traveler information, work 
zone safety and commercial vehicle enforcement operations. The implementation plan 
addresses the facilities, equipment, communications systems, human resources, training, 
funding and interagency agreements required for both statewide and regional ITS 
deployment. 

Short-term priorities are the primary thrust of the implementation plan in order to 
expedite ITS services in Louisiana. ITS market packages have been developed to 
accommodate each of the high priority needs for regional and statewide TMC operations. 
The market packages describe specific devices, locations, cost estimates and 
implementation procedures and all other essential information that can easily be 
translated into construction and procurement contracts needed for ITS start-up. 

Working with the LADOTD, its partners and the ITS Advisory Council, an integration 
strategy for the state was prepared.  This strategy consists of development of an 
operations concept and the definition of functional requirements for the statewide system 
that has been designated as LaTIS – Louisiana Transportation Information System. 

A phased approach to ITS deployment with focus on short-term projects is described 
within the implementation portion of the plan.  Projects have been identified and 
presented in the format of a “Green Sheet” to facilitate project scheduling and 
programming. 

A telecommunications study was used to develop a network design for statewide ITS 
telecommunications.  The objective of the study was to identify and describe a cost 
effective telecommunications system to support a statewide Intelligent Transportation 
System that has come to be known as the Louisiana Transportation Information System 
(LaTIS).  LaTIS will assist DOTD’s traffic and incident management operations by 
providing enhanced capabilities for monitoring and managing traffic on Louisiana’s 
Interstate and major highway system, and disseminating traffic and emergency 
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information to the traveling public.  Connectivity to LaTIS is also expected to assist 
participating agencies, such as the Louisiana Office of Emergency Preparedness (LOEP) 
and Louisiana State Police (LSP), in performing their roles in the management of traffic 
incidents, roadway emergencies, and evacuations. 

Due to the magnitude of the LaTIS project, DOTD determined that a comprehensive 
analysis should be performed.  The first stage in this analysis defined and validated the 
LaTIS telecommunications needs.  These needs were then used to derive the LaTIS 
network requirements. 

As a result of this approach, several significant requirements findings were identified that 
directly affect the type of communications network needed for LaTIS.   First, and 
foremost, LaTIS is a statewide ITS.  For this reason, comparison with a statewide 
operating system such as the Maryland Coordinated Highways Action Response Team 
(CHART) network and systems was useful in identifying the requirements for LaTIS.   

In recent years, DOTD has entered into resource sharing agreements with public service 
providers, granting permits allowing them access to highway right-of-way (ROW) to lay 
fiber optic trunks. In exchange, the public service providers give DOTD access to fiber 
strands, cash, or equipment and services.  DOTD is in the process of transitioning their 
Enterprise Network communications to the operable portions of fiber obtained via 
resource sharing.  In addition, DOTD has significant microwave assets already in place.  
Given these considerable assets, as well as an interest in minimizing telecommunications 
costs, DOTD agreed that these assets should be leveraged to the fullest extent possible for 
LaTIS.  This desire also included leveraging other administrative services already 
provided by or planned for the DOTD Enterprise Network, including items such as 
Internet access, access to email, access to Enterprise Network file servers, data archival 
service, Network Management Services (NMS) or Help Desk support.  Consequently, 
DOTD’s assets were documented in the telecommunications plan to facilitate their 
potential inclusion in the design. 

The implementation and deployment of the LaTIS network is envisioned to occur in a 
phased manner, reflecting the growth/availability of the DOTD fiber backbone and the 
implementation of the various planned regional ITS initiatives throughout the State.  For 
the purposes of the study, a 10-year life cycle was proposed with 3 phases.  Alternative 
communications options for path redundancy are also presented within the context of this 
phased approach. 

A comprehensive cost model was developed that included the use of leased circuits; 
communications equipment; network Operations, Administration, Maintenance and 
Provisioning (OAM&P); and communications software.  Unit prices for the various 
elements were extrapolated from earlier metrics devised by CSC as well as from private 
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industry, or industry monitors who publish this information.  Details and sources are 
provided in the study. 

Findings of the cost analysis were significant.  If it is assumed that the North/South fiber 
link is available, and leased circuits are used to provide redundancy and path diversity, 
then the total cost over a 10-year life cycle is estimated at $49M.   Including the 
North/South microwave as opposed to leased circuits results in approximately $4M 
savings over the life cycle. 

In summary, the Telecommunications Plan provides a blueprint that is sufficiently 
detailed to serve as an overall guide for the implementation of LaTIS 
telecommunications, while providing adequate flexibility to accommodate changes over 
the implementation life cycle. 
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1 Inventories, Operations & Requirements 

1.1 Introduction 
In March 2000, LADOTD issued the Louisiana ITS Business Plan.  That document 
provides a long-term strategic vision and program of projects to assist the state in 
integrating ITS applications into its surface transportation planning, operation and 
management activities.  The Plan identifies the state’s role in coordinating, planning, 
integrating, funding and deploying a statewide program of ITS initiatives to improve the 
safety and efficiency of the state’s existing and planned transportation network, and 
highlights a series of ITS initiatives to be undertaken by the state. 

Individual chapters of that document address: 

• Role of the State in ITS Planning and Deployment 

• Transportation Needs 

• Strategy for Addressing ITS Needs 

• Statewide ITS Architecture 

PB Farradyne 
CSC 

1-1



Louisiana Statewide ITS Implementation & Telecommunications Plan 

 

1.2 Context 
This Louisiana Statewide ITS Implementation and Telecommunications Plan is 
comprised of three78 parts: 

Needs Inventories, Operations and Requirements 

Telecommunications Plan 

Project Implementation Plan 

This document builds upon the foundation provided by the ITS Business Plan, and also 
upon ITS early deployment plans developed for the Baton Rouge, New Orleans, 
Lafayette and Shreveport/Bossier City metropolitan areas, and for the I-10 Corridor.  
Individual ITS planning studies are addressing traffic management and traveler 
information system deployment needs in each urban area.  Needs related to commercial 
vehicle operations are also being addressed separately. 

The Concept of Operations is the first step in the statewide deployment planning process.  
It describes how the LADOTD will work with other state and local government agencies 
and other organizations to address needs and meet the seven goal areas identified in the 
Louisiana ITS Business Plan: 

• Improved transportation network safety 

• Improved traffic management 

• Reduced non-recurring congestion 

• Effective dissemination of traffic information 

• Improved emergency management 

• More efficient modal utilization 

• Improved administrative efficiency, operational safety, and productivity for 
commercial vehicles  

The Functional Requirements section provides the technical detail that determines how 
the Concept of Operations will be implemented.  It describes the architecture of the 
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statewide advanced traffic management and traveler information systems network, 
defines a list of functional and technical requirements for the processes, system 
interfaces, and data exchanges among traffic management centers throughout the state, 
and discusses technical issues related to software, hardware, database, communications, 
and ITS standards. 

The Telecommunications Plan documents statewide ITS telecommunications 
requirements and develops a planning level design that will support the long-term support 
of ITS.  

The Project Implementation Plan presents a phased implementation strategy, provides 
descriptions of projects necessary to build and effectively use the statewide network, and 
discusses important deployment issues such as performance measures, institutional 
relationships, procurement, telecommunications, management and operations policies, 
and risk. 
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1.3 Conformance with National ITS Architecture and 
Standards 

The Louisiana Statewide ITS Implementation and Telecommunications Plan and related 
documents satisfy requirements related to conformance with the National ITS 
Architecture and Standards.  Key features of conformity determination as applied to the 
plan, and where these features are addressed, are illustrated in the table 1-1 below. 

PB Farradyne 
CSC 

1-4



Louisiana Statewide ITS Implementation & Telecommunications Plan 

 
Table 1-1 National ITS Architecture Key Features 

FEATURE WHERE ADDRESSED 

Development of a statewide architecture consistent with the statewide 
planning process 

Functional Requirements 

Participation from a wide variety of agencies necessary to address 
statewide ITS integration 

Throughout Process 

Development of an operational concept that identifies the roles and 
responsibilities of participation agencies in the implementation and 
operation of systems included in the statewide architecture 

Concept of Operations 
Telecommunications Plan 

Agreements required for operations, including those affecting 
interoperability, use of ITS standards, and system operation 

Concept of Operations     
Functional Requirements 

System functional requirements Functional Requirements 
Telecommunication Plan 

Interface requirements and information exchanges with planned and 
existing systems 

Functional Requirements 
Telecommunications Plan 

Sequence of projects required for implementation Implementation Plan 

Procedures for maintaining the statewide architecture Functional Requirements 
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1.4 Document Preparation 
Development of the Louisiana Statewide ITS Implementation and Telecommunications 
Plan is one of the final steps in the overall Louisiana Strategic ITS Plan process.  The 
steps taken are as follows: 

• Review of the Louisiana ITS Business Plan 

• Review of the early deployment plans for Baton Rouge, New Orleans and the I-10 
Corridor 

• Interviews with local transportation management personnel in Baton Rouge, 
Hammond, Houma, Lafayette, and Lake Charles 

• Interviews with personnel representing the Louisiana Office of Emergency 
Preparedness, the Louisiana State Police and the LADOTD Emergency Services 
office 

• A National ITS Architecture Tier-2 Workshop in New Orleans  

• Visits to other transportation management centers, notably the CHART II 
statewide transportation management center operated by the Maryland State 
Highway Administration 

• Guidance, review and comments provided by members of the LADOTD’s ITS 
Technical Advisory Committee 

The following figure illustrates the approach used to develop the ITS plan.   
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Funding
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Figure 1-1  LA Strategic Plan Process 
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1.5 ITS Needs Identification  
DOTD conducted extensive efforts to determine an inventory of transportation needs that 
are the focus of the implementation plan’s objectives. The initial step in this effort was 
the formation of a steering committee, made up of knowledgeable Louisiana ITS 
stakeholders and included participants from LADOTD, the State Police, the State Office 
of Emergency Preparedness (which is responsible for emergency evacuations), MPO 
representatives as well as private stakeholders such as the executive director of the 
Louisiana Motor Transport Association. The department’s next step in defining ITS 
needs and implementation requirements was the preparation of the Louisiana ITS 
Business Plan. Guided by the steering committee, the Business Plan established “a long-
term strategic vision and program of projects to assist the state in integrating ITS 
applications”. The business plan sets forth the state’s role in ITS implementation as well 
as local government ITS initiatives, which have been coordinated by MPOs in New 
Orleans, Baton Rouge, Shreveport, Lafayette and Houma/Thibodaux. 

The next step used to determine ITS implementation needs was a series of direct 
interviews in each of the following regions or agencies: 

• New Orleans (Hammond & Slidell) 

• Baton Rouge 

• Lafayette 

• Shreveport/Bossier City and Monroe 

• Lake Charles and Alexandria 

• Houma/Thibodaux  

• The Louisiana Department of Safety and Corrections 

• The Louisiana Department of Emergency Preparedness 

The interviews focused on local ITS needs, targeting traffic operations personnel from 
LADOTD district offices and local governments, law enforcement agencies, MPO 
planners, emergency preparedness personnel and emergency response operators as well 
as local government public works managers. As part of the interview process, data was 
obtained pertaining to traffic congestion and accident locations. 

Additional resources inventoried to identify Louisiana’s ITS needs included previous 
planning efforts. Iterations of Louisiana’s Statewide Intermodal Transportation Plan 
identified ITS needs, as have MPO transportation plans. Also, studies such as the I-10 
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Early Deployment Plan for Texas and Louisiana and studies for fog warning systems for 
the Interstate Highways that traverse swamplands were reviewed to identify specific ITS 
needs. 

Information gathered from the steering committee, the business plan and the interview 
process has been documented and forms the basis for development of the Louisiana ITS 
Implementation Plan. Interview summaries are contained in Appendix B. 

1.5.1 Needs identified by the Louisiana ITS Business Plan  

In early 2000, LADOTD contracted with Parker Young and the IBI Group to develop the 
Louisiana ITS Business Plan that provided a strategic vision for ITS deployment in 
Louisiana as well as an identification of specific ITS related transportation needs. The 
following overall needs were developed and documented in the business plan: 

• Use ITS applications to improve the overall safety of the transportation network 

• Use ITS applications to improve traffic management 

• Use ITS applications to reduce non-recurring congestion 

• Use ITS applications to more effectively disseminate traffic information to the 
traveling public to support improved traffic management, reductions in non-
recurring congestion and improved safety 

• Use ITS applications to improve emergency management 

• Use ITS applications to promote more efficient modal utilization 

• Improve administrative efficiencies and operational safety / productivity of 
Commercial Vehicle Operations 

The business plan additionally developed a set of “guiding principals” to be used in 
addressing the needs as well as a process of mapping needs to “user services” to facilitate 
the identification of specific ITS market and equipment packages. 

It should be noted that specific strategies to address the above needs, guiding principals 
and mapping process formed the basis for developing regional and statewide concepts of 
operations and subsequent ITS deployment plans. 

1.5.2 Interview Inventory Report 
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operating agreements and other actions required to develop implementation strategies. 
The interviews targeted transportation management personnel in the New Orleans region, 
which includes Hammond and Slidell, Baton Rouge, Lafayette, Shreveport/Bossier City, 
Lake Charles, Houma/Thibodaux as well as the State Police, and the State Office of 
Emergency Preparedness.  The Alexandria and Monroe Districts both will benefit from 
implementations along their respective interstate highways and will be the subject of 
longer range ITS planning for Louisiana. 

The following information summarizes the interviews and the previous planning as well 
as specific comments and recommendations that pertain to deployment of regional ITS. 
Complete documentation of the interviews is contained in Appendix J. See table 1-2 for 
interview summary. 

Table 1-2  Interview Summary 

DISTRICT AND AGENCY INTERVIEW SUMMARIZATIONS

New O
rle

ans R
egion

Ba
ton Ro

uge

La
faye

tte

Sh
reve

port/
Bo

ssi
er C

ity

La
ke

 C
harle

s

Houma/Th
ibodaux

LSP LO
EP

Incident Management
Signal Optimization
Signal Upgrade
Signal Control
Emergency Evacuations
Traveler Information
Freeway Surveillance
ITS Communications
Incident Detection
ATMS
Interagency Coordination
Weather Stations
Public Transportation
Vehicle Tracking
Congestion Mangement
Water Level Monitoring
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Incident Management, while not listed as a need according to the business plan, was 
clearly noted as a high priority 
need for the all regions and 
agencies.  It was determined 
however, that incident 
management is performed at 
the local level in most cases; 
with LSP taking the lead 
during emergency situations 
such hazardous material 
highway incidents or weather 
related evacuations. 

The interviews also revealed a 
strong need for interagency 
coordination and cooperation.  
Other across the board needs 
included ITS that target 
traveler information dissemination, freeway surveillance, incident detection and the 
communications infrastructure for a statewide ITS network. 

LSP HAZMAT Response Vehicle 

All regions indicated a need involving traffic signal improvements on both major routes 
and surface streets.  The needs include upgrades to the signals and controllers as well as 
centralized control of the systems.  Other identified priorities are signal optimization and 
timing plans. 

It came to light during the LSP interview that while congestion management was a 
concern during an evacuation, a significant and possibly greater problem associated with 
evacuations is managing the return traffic. 

The USGS HydroWatch program was identified as a valuable source of information for 
those agencies responsible for the states roadways.  There are 164 locations throughout 
the state with hydrowatch stations.  These devices collect water level data in real time and 
send it every 4 hours to a GOES satellite.  These monitors are solar powered and there is 
capacity to install additional devices such as cameras, detectors, traffic counters, wind 
monitors, wind speed monitors, water velocity, etc.  There is a serious interest to install 
scour monitors at bridge locations.   Most of this data will be posted to the LADOTD 
Internet and all will be posted to the LADOTD intranet.  The information will be used by 
LADOTD to make determinations on road / bridge closures, then advising the 
appropriate agencies - State Police and OEP when necessary.  Having this information 
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available real time will aid with the decision-making process regarding road and or 
bridge closures. 
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1.6 ITS Integration Strategy 

1.6.1 ITS Technical Advisory Council 

The LADOTD formed a committee (members are noted in Appendix I 

 To guide the overall process for ITS implementation in Louisiana. The committee was 
composed of representatives from the DOTD, the Louisiana State Police (LSP), the 
Louisiana Office of Emergency Preparedness (LOEP), Federal Highway Administration 
(FHWA, other agencies and private sector stakeholders. The committee was formed to:  

• To develop a strategic vision for the state’s role in planning for, deploying and 
integrating ITS applications in Louisiana; 

• To identify the technological, institutional, and resource requirements to 
successfully implement that vision; 

• To evaluate implementation alternatives in terms of specific state and other 
stakeholder resources and needs; and 

• To define an implementation program and architectural framework that addresses 
stakeholder needs within anticipated financial and organizational limitations and 
opportunities. 

• To provide a critical sounding board and review mechanism for the development 
of the Statewide ITS Implementation and Telecommunications Plan. 

Working with the LADOTD in conjunction with the council, a Concept of Operations has 
been developed along with a set of Functional Requirements that builds on the Statewide 
ITS Architecture previously developed and embodies the principles of the National ITS 
Architecture. 

1.6.2 Louisiana Advanced Transportation System (LaTIS) 

The agencies responsible for transportation, incident and emergency management are the 
Louisiana State Police (LSP), the Louisiana Office of Emergency Preparedness (LOEP) 
and the LADOTD.  Significant benefits can be realized by these agencies through the 
pooling of resources, the sharing of common space and function and by maximizing the 
use of transportation information in providing transportation management services to 
Louisiana.  A common system identified to support such a collaborative program is 
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LaTIS.  (A thorough discussion of the benefits of emergency cooperation among the 
LADOTD, LOEP and the LSP is presented in a report titled A Collaborative Approach to 
Transportation, Incident and Emergency Management in Louisiana prepared for CVEN 
677 Advanced Surface Transportation Systems by Steven W. Glascock P.E. August 
2000). 

1.6.3 Concept of Operations 

The Statewide Concept of Operations addresses two principal elements of Louisiana ITS 
implementation. The first pertains to ITS that will be implemented regionally through 
MPOs or locally by city or parish governments, (such as traffic signal optimization, 
traffic management center operations and local emergency response procedures). The 
other aspect addresses the ITS that have statewide applications and will generally be the 
responsibility of the LADOTD ITS unit. Examples include rural ITS incident 
management, CVO related ITS, center-to-center communications and advanced 
emergency evacuation procedures. While the jurisdictional responsibilities are identified 
as state and local, extensive shared interagency communications, operations, funding, 
maintenance and implementation cooperation is required and described in this section. 

1.6.4 Agency and Stakeholder Roles & Relationships 

LaDOTD 

LaDOTD is designated as the lead agency for ITS deployment based on the following 
legislative authorization: 

RS 32:2 

§2.  Authority of Department of Transportation and Development 

A.(1)  The department, as an exercise of the police power of this state, shall 
supervise and regulate all traffic on all highways within the state highway 
system and shall have the authority in its discretion to supervise and 
regulate all traffic on all highways within this state; promulgate rules and 
regulations not inconsistent with this Chapter and the general laws relative 
to highways and their construction, maintenance, and use, and the 
operation of vehicles and pedestrians thereon; and investigate the 
highways by utilizing surveys, traffic counts, etc., and effect methods and 
practices thereto, as in its judgment and experience it deems advisable. 
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DOTD will therefore take the lead role in the implementation of all ITS programs in the 
state. This implementation initiative will in
motorists with enhanced traveler 
information to mobility during both 
normal and emergency travel situations. 
The department will establish standards 
and determine the functionality of the 
various ITS components.  LADOTD will 
establish administrative hierarchies of 
ITS initiatives, determine an 
implementation schedule for LaTIS 
TMCs development and deployment of 
ITS devices, and together with LSP and 
LOEP, determine the system 
functionality.   

clude the development of the LaTIS to furnish 

The LADOTD will be the primary operator of LaTIS, and will generally build or house 

Louisiana Office of Emergency Preparedness (LOEP) 

The LOEP has a unique role in the operation of the transportation network.  By Executive 

LaDOTD will lead ITS implementation 

the TMCs, provide and train the operators, and fund the implementation of the system.   

Order MJF 2001, the Director of LOEP can activate the State Emergency Operations 
Center. 

 
 

Louisiana Office of Emergency Preparedness and State Emergency Operations Center 

 This activation is the precursor to significant activities that affect all the Government 
agencies, in particular the LADOTD and the LSP.  The activation includes setting an 
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Emergency Action Level (EAL).  EALs will trigger alerts and operational responses from 
the LADOTD and the LSP.  The Emergency Operations Plan states,   

Upon activation of the State Emergency Operations Center (EOC), the 
operations staff and state agencies shall insure that the necessary 

There are a wide variety of elements to the plan, many of which do not relate to ITS 
functions.  However, the following list indicates those elements that relate to the 

trol and any diversion decisions 
that may be required.  LaTIS is designed to provide real-time monitoring of highways 

personnel and resources are available. Those agency representatives 
should bring or have pre-positioned plans, procedures, resource 
inventories, supplies, and notification lists needed to facilitate 
emergency/disaster operations. 

operational aspects of the ITS functions.  The functions of the LaTIS software include the 
ability for the LOEP to notify groups of individuals and organizations when the 
emergency status changes.  When the EOC is activated: 

1. The LSP are responsible for incidents, and traffic con

where transportation information is available.  This information will include traffic 
data and additionally USGS water level data sources (See 
http://la.water.usgs.gov/hydrowatch.htm).  This information can assist the LSP 
operators in decision making during times of flooding; 

The LADOTD has a supporting role in Information2.  Management – specifically 
communications and warning.  LaTIS is designed to provide road status, current 

Th D has a supporting role in Traffic Routing & Control and Evacuation.  The 
LOEP plan states: 

 Transportation & Development is responsible for 
assigning and designation of evacuation routes. During an emergency 

 
 will 

the 

incidents, and video images of current road conditions at key locations, via a web 
page. 

e LADOT

The Department of

LOEP and the 

LADOTD will place barricades to channel traffic. State Police and 
LADOTD will cooperate and coordinate closely to insure that traffic is
directed to the most efficient routes. - Through LaTIS, the LADOTD
be providing real-time data to LSP and LOEP as well as to evacuating 
motorists via ITS roadside devices such as HAR and DMS.  All data 
concerning road closures entered into LaTIS will be visible to the both 
LSP.
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Louisiana State Police (LSP) 

• During emergencies, the State Police are guided by the Louisiana Emergency 
Operations Plan (LEOP). Previous plans stated that roads are to be closed four (4) 
hours in advance of Category 5 (Gale Force Winds). The current evacuation 
procedure in the LEOP makes road closure a judgment call, and most often this 
judgment is made by the LSP. A significant, and possibly greatest, problem 
associated with hurricane evacuations is managing the return traffic after the 
event. 

• LSP is concerned with management of both local traffic and interstate traffic 
during emergencies.  The greatest challenge is the potential evacuation of New 
Orleans, for which a 72-hour advance notification would be required. 

• On the Louisiana State Police Campus in Baton Rouge, in close proximity to Lt. 
Col. Mark Oxley’s office, the new Statewide Emergency Operations Center 
(SEOC) is being constructed.  The LSP expectation is that the LSP and Louisiana 
Office of Emergency Preparedness (OEP) will jointly staff this EOC. 

• LSP has nine (9) Troop Districts. Six of the Nine have been specially trained in 
emergency operations. During emergencies, the LSP will operate crossovers to 
make maximum use of freeway lanes for evacuating vehicles. 
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Table 1-3  Primary and Support Functions and Responsibilities of LADOTD, LOEP and LSP 

Agency Primary Functions Support Functions Common Required Actions 

LADOTD 

• 
• 

• 
• 

• 

• 
• 
• 

• 
• 
• 

• 
• 
• 
• 
• 

• 
• 

Traffic Engineering 
Freeway and Arterial Traffic 

Management 
Traveler Information 
Systems Integration 

Emergency 
communications 
Damage assessment 
Donated goods 
Emergency direction & 
control 
Energy 
Information management 
Law enforcement & 
security 
Medical & sanitation 
Public information 
Search & rescue 
Radiological 
Traffic control & 
evacuation 
Transportation 
Watershed protection 

LOEP 

• 

• 
• 
• 
• 
• 

• 
• 
• 

Emergency communications & 
warning 
Damage assessment 
Emergency direction & control 
Watershed protection 
Information management 
Public information 

Donated Goods 
Oil Spill 
Radiological 

LSP 

• 
• 
• 
• 

• 

• 
• 

• 
• 
• 
• 
• 

Law Enforcement & Security 
Hazmat Transport 
Incident Management 
Traffic Control & Evacuation of 
emergencies 

Communications & 
warning 
Damage assessment 
Emergency direction & 
control 
Information management 
Oil spill 
Public information 
Radiological 
Search & rescue 

Primary 

• Prepare detailed implementing 
procedures for all primary functions, 
to include the procedures by which the 
agency will be alerted and activated 
and perform the designated functions 
when required 

• Prepare requirements for supporting 
agencies and initiate coordination of 
responsibilities 

Secondary 

• Coordinate with the primary agency & 
learn what types of support and kinds 
of actions are required for given 
scenarios 

• Develop detailed implementing 
procedures for support functions 
consistent with the lead agency’s 
responsibilities 

While the above table identifies the specific primary and secondary functions of the three 
major state agencies, there are ITS specific services that each of these agencies as well as 
other participants will provide.  These specific ITS services are identified in the following 
table. 

Local Office of Emergency Preparedness (OEP) 

The local OEP’s provide a significant supporting role to the LOEP. It is proposed that the 
LaTIS software development include a feature that would allow users such as local OEP 
offices, when connected to the LaTIS communication network, to view LaTIS real-time 
data by using a browser.  LOEP requires local OEP to report on the number and location 
of road and bridge closures.  This feature would enable the local OEPs to enter this 
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information directly into LaTIS making the closure data immediately available to all 
persons on the LaTIS communications network.  In addition, vehicles (i.e., police cars 
equipped with a browser on a computer connected to the WAN) will be able to view the 
data.  The LSP communication system would need to be enhanced to support this feature. 
It is not recommended to use the Internet for this connection since communication may 
be impaired during emergency conditions. 
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Causeway Commission 

The Greater New Orleans Expressway 
Commission (GNOEC), known as the 
Causeway Commission, operates a 26-
mile bridge across Lake Pontchartrain.   

 

The Causeway Commission has a 
variety of ITS devices that are 
currently being upgraded.  The 
Causeway Commission control center 
presently has limited space and 
functions independently from other 
regional traffic agency operations. It 
could be relocated within the proposed 
New Orleans TMC (which will be constructed a short distance from the causeway) to 
improve efficiency and coordination as well as share operators and information.  
Additionally, the Causeway DMS and CCTV could be incorporated into the LaTIS.  The 
LaTIS software will allow the Causeway operators to maintain control of their devices 
but enable other users on the network to view the information.   

Lake Pontchartrain Causeway 

United States Geological Survey (USGS) Baton Rouge 

USGS will provide data on the current water levels from their monitoring sites in 
Louisiana.  The information can be used to detect roadway flooding and will be displayed 
on the LaTIS. The data displays will change color as water levels vary.  Figure 4 from the 
USGS web site shows the water monitoring sites:  The connection to USGS will consist 
of a dedicated line connecting the LaTIS communication servers in Baton Rouge with the 
USGS office in Baton Rouge.  The data sent to LaTIS will be the same message that the 
USGS in Baton Rouge sends on a 15-minute basis to the USGS headquarters in Reston 
VA.  The LaTIS software will parse this message to update the water data.   See figure 1-
2 below. 
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Figure 1-3  USGS Water Level Monitoring Sites 

Explanation 

 New record high for day 

 > 90th percentile 

 75th - 89th percentile 

 25th - 74th percentile 

 10th - 24th percentile 

 < 10th percentile 

 New record low for day 

 Not ranked 

The colored dots on this map depict 
stream flow conditions as a percentile, 
which is computed from the period of 
record for the current day of the year. 
Only stations with at least 30 years of 

record are used. 

The gray circles indicate other stations 
that were not ranked in percentiles either 
because they have fewer than 30 years of 
record or because they report parameters 
other than stream flow. Some stations, for 

example, measure stage only. 

PB Farradyne 
CSC 

1-22

http://waterdata.usgs.gov/la/nwis/?percentile_help


Louisiana Statewide ITS Implementation & Telecommunications Plan 

 
MPOs 

The metropolitan planning organizations are the primary coordinators for regional ITS 
efforts. They assist with funding coordination among state and local elected officials that 
involves ITS project inclusion in regional transportation planning as well as 
Transportation Improvement Plan (TIP) development. MPOs also assist with formation 
of regional steering or advisory committees, mapping and GIS services, training efforts 
and multi-agency project development assistance.  

1.6.4.2 Local Public Works Departments 

Local governmental agencies participate in regional TMC development, serve on 
committees to identify regional ITS needs, assist in determining ITS device locations and 
furnish leadership for developing surface street control strategies and associated 
communications needs.  

1.6.4.3 Local Emergency Services Providers 

Local police and sheriff offices, fire departments, EMS agencies and in some cases, 
private wrecker services are important participants in ITS related incident management 
and emergency evacuation operations. In some regions, such as Baton Rouge, they may 
co-locate operations within the regional TMC. In other locations, some of these agencies 
comprise critical elements of regional emergency response plans and during designated 
situations, may participate in TMC operations. Additionally, local emergency agencies 
will be requested to furnish staff support for emergency training and evacuation 
exercises. 

Funding Abilities and Services Anticipated from Participating Agencies 

Other than DOTD, the agencies noted in the table below all have primary missions and 
objectives that are not directly related to ITS and implementation. As a consequence, 
their budgets are focused on objectives other than ITS participation. As such, only 
minimal funding support can be expected. Therefore, while a willingness by supporting 
agencies to participate in the provision of ITS services can be anticipated, primary 
funding responsibility will have to be borne by LaDOTD. On the other hand, ITS 
implementation may involve surface street control that will include a combination of state 
and local funding. 
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Table 1-4  Participating Agencies 

        AGENCY ITS Services 

LaDOTD 

• 
• 
• 
• 
• 
• 
• 
• 
• 

Leadership 
Planning 
Funding Provisions 
TMC Design and Construction 
CVISN to assist with CVO Operations 
District personnel to operate TMCs 
Statewide Communications Network Provision 
ITS Device Procurement and Maintenance 
Statewide Traveler Information (Website, Rural DMS) 

LSP 

• 
• 
• 
• 
• 
• 

Participation in Emergency Evacuation 
Control and Operation of Counter Flow Lane Operations 
TMC Staff Participation During Emergency Evacuation 
Traffic Control During Evacuation Returns 
Rural Area Incident Detection and Response 
Provision of Rural Area Incident Information 

LOEP 
• 
• 

Cooperation in Emergency Evacuation, Training and Coordination 
Leadership During Large Scale Evacuation Operations 

USGS 
• Provision of Data for determination of flooded roads 

MPOs 

• 
• 
• 
• 
• 
• 

Coordination Among Regional ITS Providers 
ITS Planning Assistance 
TIP Coordination for ITS Projects 
Coordination of Legacy System Integration (Signal System Upgrades) 
GIS Assistance  
Incident Management Coordination 

Local Law Enforcement 
Agencies 

• 
• 
• 
• 
• 

TMC Manning Assistance 
Participation in Incident Detection 
Participation in Incident Response 
Provision of Incident Information 
Participation in Emergency Response Training and Coordination 

Local OEP 

• 
• 
• 
• 

TMC Manning Assistance 
Emergency Incident Management 
Funding Assistance from Available Grants 
Participation in Emergency Response Training and Coordination 

DOTD District Offices 

• 
• 
• 
• 
• 

TMC Manning 
Participation in Emergency Response Training and Coordination 
Construction of Crossovers for Freeway Contra-flow Operations 
ITS Devise Monitoring 
 Planning Participation 

1.6.5 Memoranda of Understanding 

In order to fulfill its responsibilities for transportation system management, the LADOTD 
will enter into Memorandums of Understanding with other government agencies to define 
management and operations responsibilities.   

These Memorandums of Understanding will describe respective agency participation in 
the operation of urban area regional TMCs.  Typical urban management and operations 
functions will include traffic and incident management, and will involve local traffic 
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management, emergency response, and law enforcement agencies, along with the 
LADOTD District and State Police representation. 

As set forth in these Memorandums of Understanding, LADOTD will maintain devices 
and systems on state-owned highways in areas outside the jurisdiction of MPOs.  
LADOTD District and State Police personnel will typically perform the management and 
operations functions. The following is an example of the type of document that will be 
executed among the LaTIS participants. 
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(EXAMPLE) 

MEMORANDUM OF AGREEMENT 

Between Louisiana Department of Transportation 

And 

(insert name of local agency) Office of Emergency Preparedness 

Whereas, the Louisiana Department of Transportation and Development (LaDOTD) is 
deploying Intelligent Transportation Systems (ITS) in order to maximize efficiency of 
the state’s transportation system, and 

Whereas, the (insert) Parish office of emergency preparedness has declared an 
interest in using ITS to facilitate  parish wide emergency evacuation operations, and 

Whereas, the LaDOTD is deploying a statewide ITS that has as one of its objectives 
to improve emergency evacuation procedures, and 

Whereas, the collaborative efforts between the LaDOTD and the ________Parish Office 
of Emergency Preparedness need to be established,  

Now therefore, the following agreements are set forth; 

The LaDOTD agrees to: 

Fund , construct and staff a Transportation Management Center (TMC) in 
________, Louisiana that will be used to facilitate traffic flow and emergency 
evacuation 

Erect Dynamic Message Signs  and Highway Advisory Radio. to furnish 
directions and emergency information to motorists 

Provide trained staff TMC operators to participate in emergency evacuation 
efforts 

Coordinate statewide emergency evacuation operations with the Louisiana 
Office of Emergency Preparedness and the Louisiana State Police 

Construct crossovers to allow contra-flow operations along I-10 during 
emergency evacuations 

The ___________Parish Office of Emergency Preparedness agrees to: 
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Provide TMC staff during emergency evacuation operations to assist the 
LaDOTD and LSP in coordination 

Furnish training for emergency evacuation events 

Lead training drills for emergency operations 

Assist in determining appropriate locations for DMS and HAR 

Furnish evacuation route and shelter information 

Assist in development of emergency messaging for DMS and HAR 

The undersigned do hereby agree to these terms. 

____________________ Date _______  __________________ Date _______ 

LaDOTD Chief Engineer Administrator________ Parish 
Office of Emergency 
Preparedness 
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1.6.6 Management and Operations Assessments 

1.6.6.1 DOTD Policy on Management and Operations of TMCs and ITS 

On March 28, 2001 the Louisiana Secretary of Transportation established the following 
policies for the State’s ITS program: 

DOTD will: 

1. Develop and staff an ITS Unit within LADOTD and assign statewide responsibility of 
managing and coordination the ITS program. 

2. Take the lead role in implementing all ITS programs in urban areas on state-owned 
highways in cases where local government agencies do not assume this role. 

3. Take the lead role in implementing all ITS programs in rural areas outside the 
jurisdiction of MPOs. 

4. Establish ITS standards that are in compliance with the statewide and national ITS 
architecture.  Require local and regional compliance with adopted standards to 
maximize system uniformity and interoperability and device interchangeability for 
federal/state participation.  Variation to this standards requirement will be considered 
on a case-by-case basis. 

5. Establish ITS functionality, where applicable, in each LADOTD District Office.  
Basic functionality should include the ability to monitor the state highway network 
and gather and disseminate information based on regional needs. 

6. Encourage and assist in the development and operations of regional ITS programs by 
local government agencies and/or LADOTD Districts.  Provide appropriate financial, 
informational, and technical support for these programs.  Appropriate support will be 
defined on a case-by-case basis and will be identified in memoranda of understanding 
(MOUs) and agreements with local government agencies. 

7. Establish an administrative hierarchy of all ITS initiatives undertaken by local 
government agencies consisting of an administrative, regional policy-making, and 
TMC operational level committee process. 

a. An ITS Administration Board comprised of the ITS HQ Team identified in  
the LADOTD Highway Project Selection Process will be given 
responsibility of administering the state’s priority program for ITS 
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including making all executive-level financial decisions.  Members of the 
board include: 

o DOTD ITS Engineer Manager (Chair) 

o DOTD State Traffic Engineer 

o DOTD Highway Needs Engineer 

o State Police Representative 

o DOTD District Administrators (2 Representatives) 

o DOTD Highway Safety Engineer 

o User Representative (appointed by ITS Engineer 
Manager) 

b. A regional ITS Policy Committee will be specific to an MPO area and 
typically involve an interagency partnership of the following personnel. 

o DOTD District Administrator (Chair) 

o DOTD ITS Engineer Manager 

o Local Government Agency Representative 

o Metropolitan Planning Organization (MPO) 
Representative 

o Federal Highway Administration Representative 

The District Administrator will be responsible for coordination and 
managing activities of the committee.  This policy committee will be 
responsible for establishing a regional ITS priority program through 
the TIP and operational responsibilities and funding requirements of a 
local TMC.  This committee will develop a process for resolving policy-
level conflicts to ensure appropriate agency representation and voting 
strength that is compatible with each agency’s financial commitment.  
The ITS Engineer Manager will consult with the Chief Engineer Office 
of Highways and Assistant Secretary Office of Operations in the event 
of critical policy-level conflicts. 

c. A regional TMC Operations Committee will be established drawing on 
LADOTD District and local government participation in a TMC 
environment, which will typically involve the following personnel. 

o TMC Facility Administrator (Chair) 
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o DOTD District Traffic Operations Engineer 

o Local Government Agency ITS/Traffic Engineer 

o Participating Agency Representative (e.g. Police, Sheriff, 
Fire, EMS, Public Safety) 

Its responsibilities will be to identify and direct operational 
responsibilities of participating agencies in the TMC, resolve basic 
conflicts that do not require policy or executive level intervention, and 
oversee operational functions and integration maturity of the regional 
TMC. 

8. Fund and operate one or more state seats in urban TMCs where it is demonstrated to 
be in the best interest of sustaining a centralized TMC concept of operations. 

9. Maintain devices and systems required for the sustained operation of ITS on freeways 
and state-owned highways.  Maintenance will be by in-house personnel, city-state 
agreement, and/or contract with private firms. 

10. Develop a regional centralized TMC concept of operations based on the following 
principles. 

a. Typical urban TMC operational functions will include traffic and incident 
management and will involve local traffic management, emergency response, 
and law enforcement agencies along with LADOTD District and State Police 
Troop representation.  The rural TMC operation will be performed by the state 
agencies of LADOTD and State Police. 

b. Agency involvement and responsibility in both a rural and urban TMC will 
vary depending on primary and support responsibilities assigned by each 
function.  The following table 1-5 relates agency responsibility to typical 
functions performed for rural and urban ITS applications. 
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Table 1-5  ITS Operations & TMC Agency Responsibility Chart 

ITS 
Compon

ent 

Engineering 
Functions Management, Operations & Maintenance Functions 

State, 
Federal 
or Local 
Agency 

Pl
an

ni
ng

 &
 D

es
ig

n 

D
ep

lo
ym

en
t 

Sy
st

em
s I

nt
eg

ra
tio

n 

A
rc

hi
te

ct
ur

e 
&

 S
ta

nd
ar

ds
 D

ev
el

op
m

en
t 

R
ur

al
 IT

S 
Fu

nc
tio

ns
 (P

er
fo

rm
ed

 b
y 

H
Q

 T
M

C
) 

R
oa

d 
W

ea
th

er
 In

fo
rm

at
io

n 
(R

W
O

=I
S)

 

A
dv

an
ce

d 
T

ra
ve

le
r 

In
fo

rm
at

io
n 

(A
T

IS
) 

C
om

m
er

ci
al

 V
eh

ic
le

 In
fo

rm
at

io
n 

N
et

w
or

k 
(C

V
IS

N
) 

E
m

er
ge

nc
y 

M
an

ag
em

en
t 

In
ci

de
nt

 M
an

ag
em

en
t 

U
rb

an
 IT

S 
Fu

nc
tio

ns
 (P

er
fo

rm
ed

 b
y 

L
oc

al
/D

is
tr

ic
t 

T
M

C
s)

A
dv

an
ce

d 
T

ra
ff

ic
 M

an
ag

em
en

t (
A

T
M

S 
– 

Fr
ee

w
ay

s)
 

A
dv

an
ce

d 
T

ra
ff

ic
 M

an
ag

em
en

t (
A

T
M

S 
– 

A
rt

er
ia

ls
) 

M
ot

or
is

t A
ss

is
ta

nc
e 

Pa
tr

ol
s (

M
A

P)
 

In
ci

de
nt

 M
an

ag
em

en
t 

Sy
st

em
s M

ai
nt

en
an

ce
 

Fi
el

d 
M

ai
nt

en
an

ce
 

T
M

C
 F

ac
ili

ty
 O

pe
ra

tio
ns

 a
nd

 M
ai

nt
en

an
ce

 

DOTD HQ 
ITS Unit  S P P P  S P P S S  S  P  P   

DOTD 
Districts S S S S  S S   S  P S  S  P S 

DPS/OSP 
Troops                   

LOEP HQ      S S  P S         

MPOs P  S           S    S 

Local 
Traffic 
Agencies 

S S S S   S  S S  S P  S S   

Local Law 
Enforceme
nt 

        S S    S S    

TMC 
Operations 
Committee 

                 P 

FHWA S S S S          S    S 
P = Primary Responsibility  S = Support Responsibility 

1.6.6.2 Performance Based Management 

The LADOTD’s interest in performance-based management is expressed in its purpose, 
vision, mission and goals.  These are shown in the table 1-6 below, with emphasis added. 
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The LADOTD’s recent strategic management initiative placed substantial emphasis on 
the topic of performance-based management.  Each LADOTD program manager is 
responsible for managing to the performance goals identified for his or her program.  
Consideration of the entire set of performance goals serves to provide a specific measure 
of how well the LADOTD is meeting its purpose, vision, mission, and goals. 

 
Table 1-6  LADOTD’s Purpose, Vision, Mission and Goals 

Purpose, Vision, Mission and Goals 

Purpose: to develop, maintain and support Louisiana’s transportation and 
water resources infrastructure to serve the needs of the public. 

Vision: to be nationally recognized as one of the leading transportation 
agencies by the end of the next decade and to be recognized within the 
state as the leader in flood control and water development policy and 
planning. 

Mission: to continuously improve the quality of the state’s transportation 
infrastructure and water facilities. 

Goals: to enhance mobility through preservation and expansion of the 
existing network, to improve safety and customer service, to increase 
productivity through quality management, human resource development, 
innovation, and leveraging technology, and to expand the state’s water 
resources system and intermodal access. 
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As part of the participative process of developing the LADOTD’s ITS plan, seven 
specific performance goals were identified.  Each performance goal was associated with 
one of the goal areas defined in the ITS Business Plan, as illustrated in Table 1-7. 

 
Table 1-7  ITS Goal Areas 

PERFORMANCE GOALS GOAL AREA 

Reduce the number of crashes and other 
incidents associated with work zone and high-
accident location areas. 

Improve the overall safety of the transportation 
network. 

Reduce travel time and travel time variability. Improve traffic management. 

Reduce the time it takes to identify incidents, 
respond to them, and restore normal 
operations. 

Reduce non-recurring congestion. 

Increase the number of people receiving 
accurate traveler information. 

More effectively disseminate traffic 
information to the traveling public. 

Improve the accuracy and timeliness of 
information provided to the Office of 
Emergency Preparedness and Louisiana State 
Police during emergencies. 

Improve emergency management. 

Increase the number of people receiving transit 
schedule information. 

Promote more efficient modal utilization. 

Decrease state resources expended on routine 
administrative tasks, increase revenues as a 
result of improved compliance, reduce motor 
carrier regulatory compliance cost, reduce 
commercial vehicle crash rate and cost 
effectiveness of inspections through better 
targeting of unsafe and illegal carriers  

Improve administrative efficiencies and 
operational safety/productivity of Commercial 
Vehicle Operations. 
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1.6.7 Operations Concepts 

The following sections describe the operations concepts that the LADOTD, in partnership 
with other state and local government agencies, will use to improve transportation service 
throughout Louisiana through the deployment of ITS technologies. 

1.6.7.1 Operational Regimes 

Detailed operational procedures are defined for four levels of transportation system 
condition.  These levels are: 

• Normal 

• Minor Incident 

• Major Incident (defined as one where the consequences may spread to another 
geographical area or TMC) 

• Emergency (when declared by the LOEP) 

The figure 1-5 illustrates how operational responsibility changes as the condition of the 
transportation system deteriorates.  Differing agencies or TMC’s may need to monitor 
conditions under all transportation system condition levels, but the need increases as 
conditions deteriorate.  When an evacuation of one or more TMC areas is pending, the 
operations staff of those TMCs will be sent to another TMC in the state where they will 
be able to monitor conditions and operate the system to assist with evacuations.  

 

Figure 1-5  Operational Responsibility vs. Conditions of System 
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1.6.7.2 Operational Coordination 

Urban Regional TMC Operation 

The following principles and functions apply to the Regional TMCs that will be 
established in Baton Rouge, Lafayette, New Orleans, and Shreveport/Bossier City. 
Specific details for each TMC will be provided in individual strategic deployment plans 
that have or will be prepared for the TMCs. 

• All freeways and major arterials will be instrumented with detectors at sufficient 
locations and intervals to gather flow, 
occupancy and spot speed data that will 
identify traffic flow conditions. The 
locations will be determined through a 
traffic engineering analysis.  The data will 
be displayed via electronic maps at the 
closest Regional TMC, and will be 
available to other operating agencies, the 
media, traveler information service 
providers and the public via the LADOTD 
website.  The data will also be aggregated 
and archived and made available to other 
elements of the LADOTD, the MPO and 
local agencies for various flow and speed analyses and plann

 

• Travel time information will be collected or estimated on
arterials.  Various technologies and methods may be us
information, ranging from estimation using spot speed 
anonymous tracking of vehicles equipped with GPS units o
in New Orleans), to anonymous tracking of cellular telepho
will respect individual privacy when deciding which techno
information will be gathered at the TMC, displayed on el
available to other operating agencies, the media, trav
providers and the public via the LADOTD website.  The
aggregated and archived and used for performance measurem
available to other elements of the LADOTD, the MPO and 
analyses and planning purposes. 

• Electronic connections will be established with local p
response (e.g., 911) computer-aided dispatch centers.  This 
of incident detection and location information.  Policies
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established for the type of information that will be transmitted from the 
police/emergency response dispatch centers, and how that information will be updated 
to reflect progress in clearing the roadway and restoring normal operations. 

• Key freeways and major interchanges and intersections will be 
instrumented with closed circuit video surveillance cameras 
(CCTV), sufficient to provide full coverage of the defined system 
area.  High quality, full motion video will be available and 
displayed at the Regional TMC via monitors and large projection 
screens, and primarily used for confirmation and monitoring of 
incidents.  Operators at the TMC will control (pan, tilt, zoom 
(PTZ)) movement of the cameras.  The full motion video will be 
made available to other operating agencies and local television 
stations.  Policies will be established to govern the control of 
images to be supplied to local television stations.  Still images 
will be captured, frequently updated, and made available to 
traveler information service providers, and posted on the 
LADOTD’s website.  

 

• Detection systems will be deployed to provide advance warning o
dangerous conditions in specific areas affected by fog, frequent flood
moving vehicles (e.g., on steep bridges near port entrances).  Adva
dynamic message signs (DMS), capable of providing safety advisori
hazards, will be posted to alert motorists to adjust speeds. 

• DMS and highway advisory radio (HAR) will be used to provide en
information.  These devices will be located sufficiently in advance 

diversion routes, and will be u
travelers of the location of ma
ahead, dangerous weathe
flooding or fog conditions, et
also be used to advise comme
drivers of port access 
conditions. Operators at the T
messages on the DMS.  
messages may be recorded in
messages may be automatical
assembled and sent to local H
using text-to-voice technology

HAR Alert 
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• The LADOTD will meet with local emergency response teams to develop procedures 

for using flow, speed, and video surveillance information, HAR, DMS and other 
traveler information dissemination methods, to respond to local incidents and 
emergency situations (e.g., local 
flooding).  The LADOTD will 
participate in the development of 
Incident and Emergency Response 
Plans that detail incident and 
emergency response and clearance 
procedures, including the use of the 
traffic management infrastructure to 
monitor and manage traffic on the 
affected route, and on evacuation 
and diversion routes. 

• Devices such as non-intrusive 
detectors, CCTV, portable DMS, 
and wireless communications hardware, will b
temporary basis in work zone areas.  Work zone 
improve adherence to the posted speed and safety
areas, including speed reduction advisories, will b
monitor and control work zone areas from  regiona

 

• Signal control strategies will be developed for 
logical diversion routes to avoid major freeway inc
equipped with computer controlled signal systems
parameters to respond to significant changes in
operator intervention, or automatically.   

• Transit schedule information will be available th
current information available from TMCs, inclu
incident locations, and video images, will be made

Smaller Scale TMC Operations 

In the areas where smaller scale TMCs will be instal
Houma, Lake Charles, Monroe, and Slidell), empha
functions needed by the LADOTD district and State 
normal and emergency conditions.  These functions ar

• Vehicle detection and video surveillance of fr
routes. 
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• Connections with police or emergency response dispatch centers to obtain and 

coordinate incident occurrence, location and response information. 

• Monitoring of safety problem areas such as work zones, and fog and flooding 
areas 

• Control of DMS and HAR devices from the TMC, especially those associated with 
evacuation routes, advance safety warning and work zone areas  

• Development of coordinated Incident and Emergency Response Plans 

Statewide Coordination and Operation 

CVO Considerations - A significant percentage of’ Louisiana’s freeway traffic, 
(especially on I-10), is composed of commercial vehicles traveling through the state, or 
originating from or destined to Louisiana’s major port facilities. Drivers and dispatchers 
of these vehicles need advanced knowledge of travel conditions such as lane blocking 
incidents, construction zones
their trips. Additionally, 
CVO operators need real-
time information 
regarding both incidents 
and urban congestion in 
order to divert to more 
efficient routes when 
necessary or plan stops or 
meal breaks to allow 
travel through congested 
urban areas during non-
congested times. 

To accomplish these 
functions, the fo

 and other impediments on their route to efficiently plan 

llowing 
principles will be 

 a corridor-wide basis (e.g., along the entire length of I-
ss routes, will be made available through displays at rest 

truck stops and through the LADOTD website. 

rdinated and effective. 

I-10 Truck Traffic 

followed: 

• Traveler information on
10), and along port acce
and 

• When a major incident occurs, or an emergency is declared by an OEP, 
information must be shared among TMCs to ensure that traffic management 
decisions and traveler information advisories are coo
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• TMC operating procedures will explicitly address major incident and emergency 

response situations as well as operations that will be coordinated among adjoining 
TMCs.  These procedures will be developed in concert with regional and statewide 

• 

throughout the state. High quality, full 

Field d
TMC r
declared emergency, this will allow operators to control traffic from a safe location as 

MCs, there are several 
e centralized operations and control. It is envisioned 
lished by a subsection of the ITS Unit located in 

Incident and Emergency Response Plans. 

Information such as flow, speeds, travel times, and information on incident 
location, response, and clearance will be made available for all freeways and 
evacuation routes to any TMC location 
motion video images will also be available to all TMCs. for all freeways and 
evacuation routes. The information will be provided to motorists through 
strategically located HAR, DMS and the LADOTD’s website. To accomplish this 
operational requirement, TMCs throughout the state will be connected via 
broadband communications technology to ensure efficient distribution of required 
information. 

evices such as DMS, CCTV and HAR on freeways and evacuation routes in any 
egion, may be controlled from other TMC locations throughout the state.  Under a 

long as communications remain in place.  It will also allow for control of devices on a 
full time basis through more efficient use of available operators. 

1.6.7.3 Statewide ITS Functions 

While most ITS functions will be undertaken by regional T
responsibilities or systems that requir
that these functions will be accomp
Baton Rouge. Such operations include: 

Statewide coordination for hurricane evacuation 

• CCTV at critical evacuation locations 

cuation routes 

ent evaluation 

tions on freeway evacuation 

reversible 

• to operate strategically located DMS and HAR to direct evacuees to 
available routes and shelters 

• Real-time traffic information on major eva

• Traffic count data archiving for post-ev

• Remote access to USGS Hydro-watch data at key evacuation locations 

• Ability to monitor and control contra-flow lane opera
routes 

• Ability to monitor (by CCTV) cross-over operations involved in 
freeway operations 

Ability 
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Commercial Vehicle (CVO) Functions 

CVISN • 

eight 

one-stop shopping for 
dentials 

lane blocking 

• uting for majo

• d special information to truck drivers and 
s 

d incidents) exchange with 
avel 

Ru f

• Weigh in Motion Directions to 
Ports, terminals and major fr
intermodal facilities  

• On-line 
CVO cre

• Rural freeway incident 
management 

• Remote traveller information re: 
construction zones, urban area 
congestion and 

r rural freeway incidents 

CVISN will enhance Weigh in Motion  

incidents 

Alternative ro

• Congested weigh station alert 

Website for traveller information an
dispatcher

• Interstate information (construction, congestion an
other states to facilitate CVO tr

ral reeway incident management 

Incident repo• rting system 

• Emergency response 

 

Statewide traveller information

• Surveillance 

• Traffic diversion 

• Fog detection and warning

 

• Statewide traveller information website operations and maintenance 

• evices i.e. DMS and HAR 

• Interstate freeway data exchange  (construction, congestion and incidents) 

ITS p

Rural traveller information d

 o erations and maintenance  
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• Communication system maintenance and repair 

• TMC operator training 

• Device maintenance and repair 

1.6 nd Maintenance Practices 

It i n of Understanding will be executed 
that will define the roles and responsibilities of each state and local agency in performing 
TMC functions. The concept envisions shared operations with specific responsibilities 

gional system 
operations and maintenance are contained in the respective strategic deployment plans 

and public 
relations and quality assurance and control. 

• 

g, 

• Maintenance of records, including as-built drawings, equipment specifications, 

• Device and parts procurement and distribution 

.8 Conceptual Operations a

s e visioned that for each TMC, a Memorandum 

allocated to various participants. Detailed descriptions of TMC and re

developed for New Orleans, Baton Rouge, Lafayette and Shreveport/ Bossier City.  The 
figure below illustrates typical agency primary and support responsibility for 
management and operations functions. The memoranda of understanding will be based 
upon the relationships identified in the chart displayed on the following page. 

An operations and maintenance (O&M) manual will be developed for each TMC. The 
O&M Manual will contain a set of Standard Operating Procedures to be followed for 
operating and maintaining the system under normal, minor incident, major incident and 
emergency conditions.  It will also address procedures relating to customer 

The maintenance component of the O&M Manual will address the following elements for 
field devices, communications, and TMC hardware: 

• Policies regarding maintenance contracts for specialty items that cannot be 
maintained by department staff 

• Responsive maintenance procedures, including time to respond and repair goals 

• Spare parts policy 

Preventive maintenance priorities and schedules 

• Preventive maintenance procedures, including field inspections, cleaning, testin
and replacement 

and maintenance and repair histories 

• Maintenance staff qualifications and skill sets 
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• Maintenance staff training programs 

The operations component of the O&M Plan will address: 

• Operating hours 

• Staffing levels, including both TMC operators and field maintenance crews 

tions for different positions 

Va u  be considered.  These include using 
age y e or all services with contract staff 
wo n of public agency staff, and a facilities 
management approach.  In the latter, a private entity would furnish all O&M services, 

 enhance mobility, and 
improve safety and customer service.   Each TMC manager will collect and analyze data 

• Emergency response procedures relative to staffing 

• Staffing qualifica

• Staff training programs and procedures 

rio s ways of providing TMC O&M services will
nc  staff to provide all services, outsourcing som
rki g under the day-to-day supervision 

with public agency supervision provided on a broad mission or programmatic (rather than 
a day-to-day) basis.  The Memorandum of Understanding will describe how O&M 
services will be staffed and financially supported for each TMC. 

Each TMC manager will be responsible for monitoring performance.  In keeping with the 
LADOTD’s emphasis on performance management, each manager will continuously 
monitor how effectively the TMC infrastructure is being used to

related to costs and to the performance goals identified earlier.  The LADOTD will 
conduct periodic quality management reviews of TMC operations with a view towards 
reducing costs while maintaining a high quality of service, and towards identifying 
innovations or new or revised procedures to improve performance.  Quality management 
reviews will be conducted after occurrences of all major incidents and evacuations.
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1.7 Statewide ITS Architecture 
The concept of operations discussed in the previous sections established the link between 
Louisiana’s goals and defined needs and the ITS improvements that can address them. A 
statewide ITS architecture was established in the Louisiana Business Plan that describes 
user services and market packages that can deliver the prescribed ITS improvements. The 
statewide architecture for Louisiana is set forth below. It should be noted that the 
statewide ITS architecture is further refined by “functional requirements” described in the 
subsequent sections. 

To provide a comprehensive crosscheck, the following approach to developing the 
statewide ITS architecture was used.  This involves reviewing market packages to 
determine what types of services should be provided. Market packages provide a 
deployment-oriented perspective to the National Architecture. They are tailored to fit real 
world transportation problems and needs. Market packages identify the pieces of the 
physical architecture that are required to implement a particular transportation service 
and the architecture flows that connect them and other important external systems.  A 
workshop with the ITS Steering Committee was conducted to determine which of the 64 
market packages was most appropriate for deployment by the LADOTD.  Specific 
market packages to be deployed for each regional TMC are described in detailed strategic 
deployment plans that have been prepared as a part of Louisiana’s ITS initiatives. 

The National ITS Architecture again provides the tools to link the desired market 
packages to subsystems and architecture flows.  The results of both approaches were 
combined to determine the statewide ITS architecture.  

1.7.1 Subsystems and Linkages 

The result of the analysis conducted during the development of the Louisiana ITS 
Business Plan is the determination of which subsystems should be included in the 
statewide ITS architecture. The following are recommendations that were developed 
during the preparation of the ITS Business Plan: 

• Travelers Subsystems: The LADOTD has expressed interest in providing both remote 
travel support and personal information access subsystems as a source of general 
traveler information. The system would be an Internet web site with general traveler 
information on traffic flow, construction projects and incidents. 
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• DOTD Center Subsystems: LADOTD has a primary interest in providing traffic 

management capabilities at each district office and that close coordination with local 
jurisdictions should occur in urban areas. LADOTD has a strong interest in operating 
and/or coordinating with emergency management centers throughout the state.  To 
enable the two travelers subsystems noted above, LADOTD would need to become an 
Information Service Provider (ISP).  Further, the Department would work with private 
ISP’s as appropriate.  In the future, the development of a state level archived data 
management subsystem is recommended for collecting and storing historical traveler 
information.  These four subsystems will require active development effort by the 
Department. 

• Coordinated Traffic Management Center Subsystems: LADOTD will share 
transportation system information with local transit management and toll 
administrative subsystems.  The Department’s ITS program would not have an active 
role in the development of these two types of subsystems. However, they would be 
available to provide technical assistance as appropriate. 

• Excluded Center Subsystems: Emissions management was excluded because this 
function is not the direct responsibility of LADOTD. 

• Roadside Subsystems: LADOTD has a primary responsibility for deployment and 
operation of ITS devices along the state highway network.  This would also include 
connections to flood sensors deployed by other agencies. The Department also has an 
interest in information connections to toll collection. Parking management was 
excluded because it is not the direct responsibility of LADOTD. 

• Vehicle Subsystems: LADOTD interest will focus on the means of communication 
between the vehicle and roadside subsystems using the short-range wireless 
communication protocols.  The Department’s effort would not directly include 
activity involving in-vehicle systems. 

• Commercial Vehicle Operations: Four of the subsystems – Commercial Vehicle 
Administration, Fleet and Freight Management, Commercial Vehicle Check and 
Commercial Vehicle – will be addressed by the state’s CVISN program.  They are 
included here for completeness and to show recommended links to other subsystems. 
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• Communications: The communication links among the subsystems are varied and will 
depend upon selected applications.  The shared resources telecommunication projects 
in the state can provide a means to deploy the required communication network to 
support ITS applications.  At this time, the Department would not be concerned with 
vehicle-to-vehicle communications because of its focus on the other three categories 
of subsystems. 
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1.8 Functional Requirements  
The Functional Requirements provide operational details to implement the ITS services 
described in Concept of Operations and have been formulated to realize the vision for 
ITS deployment in Louisiana as delineated in the Statewide ITS Business Plan. The 
functional requirements documented in this chapter were developed in light of comments 
from LADOTD, the ITS Advisory Council, information obtained from regional ITS 
interviews as well as input from stakeholders and associated agencies including the 
LOEP and LSP.  

1.8.1 Administration Requirements 

The following requirements generally address issues involved with individual operators 
or TMC Administrative Functions: 

• TMC operators should have the ability to log in to the system in a manner that 
ensures system security.  TMC managers should have the ability to limit and 
control the rights of any individual operator in a manner that ensures system 
security.  

• The system should have the ability to allow operators to move from one TMC and 
maintain their operating abilities.  It should allow users to log out/log off and 
transfer control or ownership of events to another user.   

• TMCs or agencies will maintain control over their respective ITS devices. 

• The system should provide for logging of operator actions and events. 

• The ability to add a TMC to the network without affecting current operations will 
be provided. 

• The ability to remove a TMC from the network without affecting current 
operations will also be provided. 

• The system shall be shall be structured to prevent the last operator from logging 
out of a TMC system when events are open or devices are still being controlled.  

• Provision for system updates with minimal downtime will be incorporated. 
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1.8.2 Technical Requirements 

Operations 

These requirements focus on TMC operations of ITS devices and include the abilities to: 

• Monitor and report problems with ITS devices, communication networks, and 
where feasible, external data sources such as USGS water level data. 

• Control and view the status of DMS, CCTV, traffic detectors, and USGS water 
level data. 

• Control, receive and distribute video from cameras installed on designated 
highway sections 

• Allow for planned messages to be displayed on DMS, HAR and other appropriate 
ITS media in response to anticipated events.  Responses will include 
predetermined messages and appropriate group notifications. 

• Provide a map based graphical user interface (GUI) that shows the location and 
status of all ITS devices and the congestion level at selected freeway and arterial 
locations. 

• Provide LaTIS participants with a Graphical User Interface (GUI) navigator 
function that will allow them to readily group and access devices by type, user, 
owner, and location. 

• Provide a LaTIS chat function so that TMC operators can communicate with each 
other.  

• Provide browser accessible data to any user connected to the LaTIS wide area 
network (LaTIS WAN).  Such data will include road status, DMS and HAR 
messages, video data and current incidents. 

• Allow a LaTIS user with a browser to input data on bridge and road closings and 
openings. 

• Alert a designated TMC when a device failure or other problem occurs for 
unattended TMC’s.  Escalate this alert to other TMCs if no first response is made. 

• Provide for automatic notification by fax, pager, and/or email to designated 
individuals and/or groups of users in response to defined events. 

• Monitor the system and automatically restart failed parts of the system. 

• Integrate the operational procedures of LaTIS with regional 911 systems. 

• Receive, record and distribute incident reports from other TMCs and when 
appropriate, agency systems, such as those used by the LSP and the LOEP. 
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• Have an interface that will readily allow future integration with traffic signal and 

other legacy systems 

1.8.2.1 LOEP and LSP considerations for the Functional Requirements 

Interviews conducted with officials of the LOEP and LSP identified several ITS related 
needs to assist with large-scale emergency procedures that affected the development of 
operational functional requirements. The officials noted the for ITS to: 

LOEP Requirements 

• Access real-time traffic data along evacuation routes, including information north 
of I-10 as well as in other states (especially in Mississippi) 

• Review archived traffic data along evacuation routes to evaluate post evacuation 
procedures 

• Examine USGS Hydrowatch data to identify flooded evacuation route 

• Monitor key locations (such as the I-10/I55 junction in LaPlace) through the use of 
CCTV 

• Coordinate and communicate evacuation orders among LADOTD, LOEP, LSP s 
and local emergency agencies 

• Monitor contra-flow operations, especially at crossover points 

• Use DMS to furnish shelter information to evacuees 

LSP Requirements 

Interviews with state police officials identified the need for the following requirements: 

• Use DMS to furnish emergency information to motorists 

• View live video of road conditions at strategic locations from the State Emergency 
Operations Center (SEOC) 

• Switch CCTV images from the SEOC 

• Monitor contra-flow operations and control DMS associated with these operations 
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It should be noted that a large number of specific functional requirements were identified 
during interviews with regional officials. Most of the requirements address local 
conditions related to incident management TMC operations and hurricane evacuation. 
Many of the requirements have already been incorporated into the implementation 
planning for the regions or will be contained in forth-coming implementation plans. 
Regional functional requirements are contained in the interview documentation notes that 
are located in Appendix J. 

General Traveler Information Requirements 

The main value of ITS information is to allow motorists to make informed travel 
decisions to improve driving efficiency. The following requirements are related to the 
furnishing information to travelers 

• ITS data including traffic flow and incident information as well as video images 
will be available to public and private web service providers, telematics 
companies, and mobile device service providers. Such data will include lane 
blocking incidents, construction zone information and maps showing congestion. 

• Real-time freeway video data from selected locations will be furnished to the 
media. 

• Regional TMCs will provide incident information to travelers by strategically 
located HAR and DMS.  

Communications Requirements 

Statewide communications are an integral and essential element for LaTIS. In general, 
communications links must be provided between central operational control offices such 
as LOEP, LSP and LADOTD HQ and District offices with regional TMCs. Additionally 
each regional TMCs needs to be linked with the others for communication and 
operational purposes. Communications between regional TMCs and their ITS devices 
such as DMS, HAR and CCTV is required. Additional communications are needed to 
extend CVISN information to weigh station systems. 

A detailed Statewide Telecommunications Plan for LaTIS is contained in Section 2 of 
this report. 
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2 Telecommunications Plan 

2.1 LaTIS Network Requirements 

2.1.1 Overview 

This section provides an overview of the LaTIS communications network technical 
requirements that were defined for the purposes of this study.  A requirements traceability 
matrix is included as Appendix H.  These requirements reflect the communications 
profile necessary to support the functional operations of an integrated, statewide ATMS.  
The general ITS goals for the LaTIS project include: 

Traffic and Roadway Monitoring - Around-the-clock monitoring of traffic conditions 
in real-time in order to reduce the initial response time to traffic incidents as they happen. 
This includes the capability to monitor traffic flow/statistics, monitor weather/pavement 
conditions, and monitor video or photographic images of events on the roadways. 

Incident Management - Reaching and removing roadway blockages with the goal of 
returning to normal flow of traffic in the safest way and in the shortest time.  Incidents 
that require response include accidents, disabled vehicles, spilled loads, construction, 
roadway maintenance, reduced visibility due to bad weather, and special sporting or other 
public events.  

Evacuation Management - Disseminating evacuation instructions to travelers directly 
and/or through the media to report travel advisories, recommended routes, road closures, 
impacts on public transportation modes, and emergency procedures.  This information 
also needs to be disseminated among the various organizations and jurisdictions involved 
so that actions can be properly coordinated between them.  

Traveler Information - Disseminating pre-trip and en-route information to travelers 
directly and/or through the media so that optimal decisions can be made with respect to 
timing of the trip, available modes of transportation, route selection, and necessity of 
traveling at all. 

Traffic Management - Coordinating all of the above with other traffic-related systems to 
perform comprehensive management of traffic operations. Requirements for integration 
include traffic and other surface signal control systems, ramp metering, electronic toll 
collection, and commercial vehicle operation. 
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The preceding goals are abstracted from the key ITS goals and objectives as expressed in 
the Louisiana ITS Business Plan1. 

2.1.2 Requirements Sources 

This section identifies the principal information sources from which the high-level LaTIS 
telecommunications requirements were derived.  No single document can be identified as 
being the comprehensive source of all LaTIS Network requirements.  As a result, the 
LaTIS communications requirements were derived from several sources including current 
LaTIS project documentation, regional ITS planning materials and activities, LaTIS 
status meetings, other relevant meetings, site surveys, and CSC’s experience/lessons 
learned in the development of similar networks outside of Louisiana.  The key 
information sources are elaborated upon in the following sections. 

2.1.2.1 National ITS Architecture2 

The National ITS Architecture is a unified framework for integration, provided by the 
FHWA to guide the coordinated deployment of ITS by public and private stakeholders.  
The Intelligent Transportation Primer3 provides a description of the origin and 
development of the National ITS architecture.  One component of this architecture, the 
physical architecture, is useful to understand how components or subsystems link 
together to form an ITS.  

The National ITS physical architecture can be thought of as consisting of two layers—a 
transportation layer and a communications layer.  The transportation layer is composed of 
subsystems for travelers, vehicles, transportation management centers, and field devices.  
It includes items such as field devices for traffic surveillance, motorist information 
systems, traffic signal and ramp metering controllers, transportation management centers, 
and emergency management centers.  The communications layer provides the 
communications services that connect the components of the transportation layer 
together.  This layer includes all of the communications necessary to transfer information 
and data among transportation entities, traveler information, and emergency service 
providers.  
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1 Louisiana ITS Business Plan, March 2000, Prepared by the Louisiana ITS Steering Committee and Parker, Young, IBI Group, LTRC 
State Project No. 736-989-0688 

2 See http://www.iteris.com/itsarch/ for background and details of the National ITS Architecture 

3 Intelligent Transportation Primer, 2000, developed in partnership with the Center for Advanced Transportation Technology at the 
University of Maryland, Institute of Transportation Engineers, ITS America, and the Intelligent Transportation Systems Joint Program 
Office of the U.S. Department of Transportation 
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Both layers can be combined into a single conceptual model and that model is shown in 
Figure 2-1.  This figure provides a representation of the physical elements that make up a 
typical ITS system and the communications systems that provide interconnection 
between them. 

The physical architecture consists of 19 transportation subsystems (white rectangles) and 
the four general communications services (pink ovals) used to exchange information 
between subsystems.  This exhibit represents the highest-level view of the transportation 
and communications layers of the physical architecture.  The subsystems correspond to 
physical elements of transportation management systems and are grouped into four 
classes: Centers, Roadside, Vehicles, and Travelers.  The communications services 
represent the four general communications types supported by the ITS Architecture: 
Wireline, Wireless, Short Range, and Vehicle. 

Requirements for some of the elements of the National ITS physical architecture are not 
addressed in this document.  Specifically, this document does not address Center to In-
Vehicle communications, Roadside to In-Vehicle communications, or Commercial 
Vehicle communications (i.e., CVISN4) requirements.  The rationale for not including 
these items is twofold.  Current DOTD ITS deployment plans or initiatives are focused 
on the establishment of Centers and the initial deployment of ITS field devices.  The 
incorporation of Center to In-Vehicle communications and Roadside to In-Vehicle 
communications hinges on the successful execution of these formative steps.   In 
addition, Commercial Vehicle communications are currently being supported under 
separate initiatives within the State.  The decision not to include these items was 
formalized during the LaTIS Team Meeting held on December 12, 20015.  Having said 
that, the LaTIS Network design proposed is sufficiently flexible and extensible to 
accommodate the incorporation of those additional elements in the future.  For example, 
if suitable network connectivity is provided between weigh stations and the LaTIS 
Network, the CVISN application could be accessed or hosted in the LaTIS ITS Centers. 
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4 See, for example, http://www.jhuapl.edu/cvisn/ 

5 Louisiana Transportation Information System, ITS Telecommunications Statewide Design, Status Briefing, December 12, 2001 
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Figure 2-1  The National ITS Physical Architecture Model 

2.1.2.2 Louisiana ITS Business Plan 

The Louisiana ITS Business Plan “provides a long-term strategic vision … to assist the 
State in integrating ITS applications into its surface transportation planning, operation, 
and management activities.“  It identifies the role of the State in ITS planning, 
deployment and integration; summarizes the transportation needs that can be addressed 
by ITS; identifies a strategy for addressing ITS needs; and defines a regional architecture.  
The requirements that follow have been devised to facilitate this vision. 
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2.1.2.3 LaTIS Implementation Plan6 

The LaTIS Implementation Plan defines the scope, in broad terms, for the overall 
deployment.  Many of the LaTIS telecommunications requirements are derived from the 
high-level functional, operational, and programmatic needs embodied within this plan.  
The LaTIS Concept of Operations is also defined in this document.  That is, “it describes 
how the DOTD will work with other state and local government agencies and other 
organizations to address needs in the seven goal areas identified in the Louisiana ITS 
Business Plan.” 

2.1.2.4 Related ITS Initiatives in Louisiana 

Projects already initiated or planned by DOTD that must fit into the overall state ITS 
structure also served as requirement sources.  Listed below are the projects that were 
studied for their LaTIS telecommunications impacts.  This information was particularly 
useful in the development of the requirements for center-to-device communications.     

• Baton Rouge Advanced Traffic Management System Deployment Phase 1 and 
Phase 2 

• New Orleans Interim Traffic Management Phase 1a and 1b 

• Reduced Visibility Enhancement Project (a.k.a., the Fog Project) 

• Lafayette Traffic Management 

2.1.2.5 2002 – 2007 Enterprise Information Architecture Plan7 

The 2002 – 2007 Enterprise Information Architecture Plan was created to accomplish 4 
goals: 

• “define DOTD’s Information Technology (IT) strategy for the next five years, 

• suggest specific directions that IT can take as a result of this strategy, 

• provide recommendations regarding applications, automation initiatives, and other 
projects being considered by DOTD, and 

• provide a planning framework that will enable DOTD to justify IT spending to the 
State Legislature as part of a long term, value based plan” 
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6 A Statewide ITS Implementation Plan for Louisiana – Draft, September 2001, Prepared by PB Farradyne for the Louisiana DOTD 

7 2002 – 2007 Enterprise Information Architecture Plan, November 2001, prepared for Louisiana DOTD by Strategic Business Solutions, 
Inc (SBS) 
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This plan provides a wealth of information concerning existing and proposed DOTD 
Enterprise-based applications, security and networking infrastructure.  The requirements 
presented in this report address the use of these existing and proposed resources, and 
provide consistency with the recommendations cited to the extent practical. 

2.1.2.6 SCTIT Information Architecture Network Infrastructure Briefing8 

The SCTIT Information Architecture Network Infrastructure Briefing provides a 
summary of the existing DOTD Enterprise Network infrastructure, including WAN 
connectivity, Internet and Intranet services, dial-in services, Virtual Private Network 
(VPN) access, as well as network management services and support (i.e., help desk).  
This information is useful in understanding what might be leveraged for ITS use. 

2.1.2.7 Site Surveys 

Data collected during site surveys (Enron regeneration station at District 61, District 61 
facilities, DOTD Headquarters, Baton Rouge ATM/Emergency Operations Center 
[EOC]) provided detailed information regarding the DOTD OC-48 Synchronous Optical 
Network (SONET) backbone being implementing using the fiber optic resources and 
equipment obtained via resource sharing agreements.  This information will serve as the 
starting point for LaTIS Network design considerations.  

2.1.2.8 Standing Meetings 

Regularly scheduled meetings (e.g., bi-weekly fiber status meetings) are a source of the 
latest decisions and developments.  The ongoing activities of DOTD may impact 
established plans or designs, and implicitly spawn additional requirements that must be 
considered in the plan.  In particular, recent meetings have been an important source of 
information concerning the status of the existing DOTD OC-48 backbone resources in 
Louisiana’s southern corridor, DOTD’s fiber resources in the northern corridor, and the 
negotiations underway to obtain a north-south fiber optic link 

2.1.2.9 Presentations and Ad-Hoc Meetings 

In addition to the standing meetings, a number of ad-hoc meetings were held to 
specifically address questions that arose as a consequence of this study.  Additionally, 
questions were also answered during the course of presentations that were given and/or 
attended by CSC personnel.  Chief amongst these were decisions on video viewing 
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quality at TMCs and remote sites and fleshing out the details for the LaTIS stakeholder 
site list. 

2.1.2.10 Previous Experience 

CSC’s direct involvement in the design and deployment of the CHART9 communications 
network provides a base of experience and lessons learned that are applicable, in great 
part, to analyzing LaTIS communications needs.  From this analysis, the LaTIS Network 
requirements can be derived, leading to the development of the baseline network 
architecture for LaTIS.  At this time, a decision by DOTD concerning the re-use of the 
operational software developed by CSC for Maryland (called CHART 2) is pending.  
Whether or not the CHART 2 software is adopted, pertinent communications 
requirements can be derived for LaTIS because both networks share a similar high-level 
design concept - a fully integrated, statewide ATMS.  In addition, CSC’s continued 
involvement in the evolution of CHART provides the research material developed for 
CHART concerning best practices of other ITS implementations. 
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9 See http://www.chart.state.md.us/ for a description of the CHART system, a reading room for CHART-related documentation, as well 
as data products (e.g., CCTV camera video) provided by the CHART systems  
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2.2 Requirements 
The LaTIS telecommunications requirements are presented in this section grouped in the 
following manner, reflecting the organization of the National ITS Architecture: 

• General Network Requirements 

• Center-to-Center Requirements 

• Center-to-Device Requirements 

The general network requirements represent globally applicable requirements for the 
LaTIS Network as a whole.  The center-to-center requirements are specific to 
communications between facilities (TMC’s and other LaTIS stakeholder sites) and the 
design of a LaTIS WAN backbone.  The center-to-device requirements apply to the 
communications between the TMC’s and the roadside ITS devices comprising the 
Roadway Subsystem. 

2.2.1 General Network Requirements 

2.2.1.1 Compatibility 

The compatibility requirements identify the need for the LaTIS Network to be able to 
accommodate the various types of ITS and administrative data that it must transport, plus 
the need for it to be a “good neighbor” to the DOTD fiber backbone and Enterprise 
Network infrastructure over which it will, at least partially, be deployed.  These 
requirements reflect DOTD’s decision that existing and planned DOTD network 
resources (i.e., the fiber backbone) can be utilized for the LaTIS Network.  This decision 
was formalized during the LaTIS Team Meeting held on December 12, 2001, and 
confirmed during the briefing on January 15, 200210.  Therefore, the logical course of 
action from the perspective of communications cost control is to utilize the DOTD fiber 
backbone for LaTIS wide area connectivity to the fullest extent possible. 

The LaTIS Network will support ITS video, data, and voice (where 
applicable, e.g., analog HAR equipment) traffic; and administrative 
LAN traffic. 
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This requirement codifies the obvious communications needs for the LaTIS Network.  It 
must accommodate communications to and distribution of data obtained from the field 
devices (e.g., closed circuit television system [CCTV] camera video, speed detector data, 
etc.), plus provides a WAN/Local Area Network (LAN) that enables this traffic to be 
distributed to users throughout the network. 

The LaTIS Network should be as compatible as possible with the 
existing DOTD backbone architecture, standards, and equipment. 

This requirement is designed to optimize reusability of existing network components.  In 
some cases, however, the existing equipment or standards may need to be upgraded or 
otherwise changed to accommodate ITS, and/or to achieve the combined quality and 
overall lowest cost to DOTD.  

Except at defined interconnection gateways, the LaTIS Network should 
be implemented so that it is logically separate from the other networks 
and services hosted on the DOTD fiber backbone.  

This requirement is based on the need to control both security (i.e., access to ITS 
applications, devices and data) and routing priority for the ITS network. The complexity 
for meeting these requirements is reduced by keeping the logical networks separate.  

LaTIS Network shall support interconnection with the DOTD 
Enterprise Network to support internal DOTD data dissemination and 
possible shared administrative services. 

The need to send data collected on the ITS network to other personnel in DOTD or other 
DOTD systems will certainly arise.  This requirement is foreseen and included in the 
design criteria.  One example of this need might be to extract historical traffic speed data 
from a specific radar vehicle detector to send to a traffic engineer or the Department of 
Public Safety (DPS) via email.  This requirement also supports data warehousing 
initiatives described in the 2002 – 2007 Enterprise Information Architecture Plan. 

Administrative services could include such items as Internet access (to disseminate 
information to the public, or permit operations personnel access to other, useful public 
sources of information [e.g., weather or news services]), access to email, access to 
enterprise network file servers (e.g., data warehouses), or data archival services (e.g., a 
Storage Area Network [SAN]). 

LaTIS Network will support dissemination of ITS information to the 
public via the Internet. 
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ITS information such as road maps that indicate lane speeds and the images from CCTV 
cameras are planned for this posting11. The requirement is interpreted as utilizing the 
interconnection interface mentioned above, since it is expected that the DOTD public 
website will be outside of the LaTIS Network proper (e.g., on a Demilitarized Zone 
[DMZ] off a DOTD Enterprise Network firewall connected to an Internet Service 
Provider [ISP]) and controlled by the DOTD IT group. 

2.2.1.2 Operational 

This section defines the high-level operational requirements for the LaTIS network. 

The LaTIS Network will support operations 24 hours a day, 365 days a 
year (24x365). 

Once operational, LaTIS will become a valuable public safety resource.  Adverse weather 
and accidents that require the management of traffic, coordination of response crews, and 
dissemination of information to the public can occur at any time. 

The LaTIS Network shall support fail-over operations between its 
principal nodes and allow access to ITS systems from any node. 

In this context, “principal nodes” refers to the TMCs, while  “nodes” generally refers to 
the other stakeholder sites.  A third category, LaTIS “backbone node” is discussed later in 
this document.  These are the sites where the LaTIS Network will interface to the DOTD 
fiber backbone for wide area communications transport. 

The 24x365 requirement means that the LaTIS Network must remain operational during 
adverse conditions (such as aerial lines blown down, or buried lines severed, or wireless 
communications temporarily unreliable).  The network should be designed to utilize 
redundancy and diverse communications paths so that fail-overs can occur if a link or 
principal node is lost.  Access to ITS devices and data should be allowed from any node 
in case the home node (i.e., the location where the communications for a device 
terminates or is “homed”) becomes non-operational in some way.  This would be 
particularly pertinent for evacuations.  For example, if hurricane conditions force the 
evacuation of New Orleans, operations personnel from the New Orleans TMC can be 
relocated to another command center and still access and control the cameras and devices 
in the New Orleans region (assuming the devices remain operational).  Having redundant 
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11 See, for example, the current Traffic Information provided by the ATMS deployed in the ATM/EOC at 
http://www.dotd.state.la.us/press/traffic_cameras/traffic.asp 
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systems and diverse paths would also lessen the chance that communications to the 
evacuated node would be lost. 

The LaTIS Network architecture must be scaleable. 

This scalability requirement is considered an operational requirement because the 
deployment of the LaTIS Network is envisioned to occur incrementally, reflecting the 
expansion of the DOTD fiber backbone and the staggered implementation of regional ITS 
projects.  Designing a scaleable network will provide the ability to add new backbone 
segments, nodes, and ITS devices as the LaTIS Network expands while minimizing 
disruptions to the rest of the network. 

2.2.1.3 Management 

This section deals with the network management requirements to support LaTIS.  Overall 
network management and control of connectivity into LaTIS should be DOTD’s 
responsibility.  Every device that becomes part of LaTIS should fall under the standards, 
procedures, and controls adopted by DOTD for the operation of the LaTIS Network.  It is 
expected that these measures would build on those already in place for DOTD’s existing 
Enterprise Network.  DOTD has a sophisticated network management system (NMS) in 
place for the Enterprise Network that utilizes Hewlett-Packard (HP) OpenView, 
CiscoWorks 2000, Tivoli Manager, and Concord Reporting.  Incorporating it into the 
current DOTD NMS could mitigate LaTIS Network management costs.  The following 
requirements are intended to maximize the potential for compatibility with the existing 
NMS applications. 

The LaTIS Network must be managed to meet the ITS priorities. 

Networks must be managed to achieve their purposes. Traffic prioritization, routing 
algorithms, addressing schemes, detection of excessive retransmissions, monitoring of 
health status of devices, etc. all require a continuous management function. In particular, 
ITS has different priorities than other application traffic (e.g., video frames have to be 
delivered quickly and in sequence); therefore the management of the network needs to be 
tuned to those priorities.  

The LaTIS Network needs to be managed by DOTD. 

This requirement flows directly from the preceding requirement. DOTD must retain 
control and management of the ITS network.  In addition, this has been expressed as a 
FHWA condition for supporting funding of the LaTIS network build-out. 
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LaTIS telecommunications equipment, communications services, and 
data transmission protocols shall be standards-based.  

This requirement is derived from the intent to share resources and to keep costs down.  
Standards provide the platform for competition, which in turn reduces the overall cost of 
equipment.  Furthermore, standards reduce the impact of obsolescence.  

To the greatest extent possible, LaTIS telecommunications equipment 
should be SNMP-manageable.  

This requirement flows from the requirement for management of the network and for it to 
be standards-based.  Simple Network Management Protocol (SNMP)12 is the de facto 
standard protocol for network management applications.  

Connectivity to the DOTD Enterprise Network should be provided to 
facilitate the option of integrating the LaTIS Network equipment into 
DOTD’s existing NMS. 

This requirement is derived from the need to have some connectivity points and also to 
share assets to the greatest extent possible.  This requirement expands the concept by 
stating that the connection between the networks should be made such that the existing 
network management system can adequately manage the LaTIS Network.  

2.2.1.4 Security 

Just as with any other network, user access and privilege control mechanisms for the 
LaTIS network need to be implemented according to standard industry practice.  This 
section presents the security requirements for the telecommunications component of the 
LaTIS network. 

The LaTIS Network should comply with all applicable (present and 
future) State and DOTD Network and data security policies.  

Because the LaTIS Network is envisioned as being deployed over existing DOTD fiber 
backbone resources, this requirement acknowledges that the security enforced on the ITS 
network must be as strong as that required for the DOTD network and vice versa.  State-
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12 See, for example, http://www.ibr.cs.tu-bs.de/ietf/snmpv3/.  This web page provides information about SNMP 
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(IESG) as full Internet Standard in March 2002.  
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mandated policies may come into play with hosting connections to other state 
agencies/offices.  Presently the State (Division of Administration) is attempting to 
upgrade the security for the Louisiana Intranet.  DOTD has plans for developing and 
enforcing a department-wide security policy later this year.  Both of these efforts impact 
the security planned for LaTIS, and similarly LaTIS will impose some security 
requirements of its own.  All of these efforts must be coordinated to work together. 

Remote, dial-in access into the LaTIS network should be allowed to 
facilitate troubleshooting, configuration, control, and event 
management, particularly during off-shift hours. 

One area of discussion at LaTIS team meetings was the about the need for remote access 
to help operators and administrators perform their tasks in a 24-hour support 
environment.  This requirement states remote access into to LaTIS network will be 
permitted.  It is recommended that the number of remote access gateways and the number 
of users authorized for such access be limited.  DOTD has defined (in a meeting held 
1/23/02) the following remote access profile in accordance with these recommendations: 

• Remote access gateways are to be provided only at TMCs 

• A maximum of 2 concurrent remote sessions will be supported at each TMC 

Some form of login and authentication mechanism must be 
implemented to prevent unauthorized access through the remote access 
gateways.  

Given that remote access is permitted, appropriate measures to protect the LaTIS network 
from the threat of unauthorized, external access must be implemented.   

LaTIS telecommunications equipment that is configurable from a 
remote terminal control session (e.g. telnet) should provide some form 
of user access control.  

Many pieces of communications equipment are configurable via a direct connect terminal 
session (through a serial port), telnet sessions, and/or vendor-supplied utilities.  The 
configuration software typically provides the ability to set user-ids and passwords that 
require an administrator to log into the device before they can proceed to make changes. 
These security features should be activated with non-default passwords on each device. 

To the greatest extent possible, LaTIS telecommunications equipment 
should be installed in areas where physical access is controlled. 
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Simple physical security will limit the exposure of equipment to only those 
administrative and maintenance personnel who are trusted with access to controlled areas. 
This precaution reduces the risk of accidental or intentional disruption of the equipment 
itself and, consequently, communications.  

2.2.2 Center-to-Center Requirements 

2.2.2.1 Connectivity 

Ultimately, the beneficiaries of the LaTIS project are the traveling public and the 
residents of Louisiana.  To fulfill this public mandate, connectivity to the LaTIS network 
should be open to all federal, state, parish, and local agencies involved in providing for 
the public safety, the maintenance/management of roadways, and the dissemination of 
travel and evacuation information to the public.  In that they may also assist in 
disseminating information to the public, private organizations (such as television and 
radio stations) should also be welcome to participate. 

The current LaTIS stakeholders include DOTD, LSP, LOEP, and the urban 
parish/municipal Departments of Public Works (DPW).  Given the roles they play in 
monitoring water levels and assisting hurricane/flood evacuations, additional 
stakeholders may include the United States Geological Survey (USGS), regional civil 
defense units, and the Louisiana National Guard.  It is anticipated that local media outlets 
will, in time, also become stakeholders as more traffic cameras come on-line and interest 
grows in broadcasting theses images to the public. 

2.2.2.2 Stakeholder Connectivity Requirements - Sites 

The complete list of LaTIS stakeholder sites that could have access to LaTIS ITS data is 
presented in the LaTIS Site List, which is included as Appendix A.  The current site list 
was approved on April 4, 2002 in a meeting between DOTD, FHWA, and CSC.  
Preliminary meetings and interviews to identify candidate stakeholder sites were held 
between CSC and LSP (on 10/31/01), LOEP (on 11/01/01), and DOTD (on 11/06/01).  
The draft site list that was the basis of the list approved on April 4th was fleshed out in a 
meeting with DOTD, FHWA, PB, and CSC held on 01/23/02.  Stakeholder sites include: 

DOTD Facilities • 

• DOTD Headquarters 

• District Offices 

• Project Engineer Offices 
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• Maintenance Units 

• Truck Scales 
Baton Rouge ATM/EOC  • 

• 
• 
• 
• 
• 
• 
• 
• 
• 
• 

• 

• 

• 

Planned future and interim TMCs 
LOEP/LSP Joint Command Center 
LSP (Regional HQs and Troops) 
Causeway Commission (to be co-located in New Orleans TMC) 
Urban Parish/Municipal DPWs 
Rest Areas and Visitor Centers 
USGS (for access to Hydrowatch data) 
Local/Parish OEP’s 
Regional Media 
Travelers  

2.2.2.3 Stakeholder Connectivity Requirements – Data Access 

The LaTIS Site List also identifies the type of access each site will be granted to the 
LaTIS ITS data.  This was also specified in the meeting held on 01/23/02.  The following 
access classes have been defined: 

Video Access:  These sites have direct connectivity to the LaTIS Network and this 
connectivity will provide that users can view live video, control cameras, and control 
and obtain data from the other field devices.   
Data Access:  These sites have direct connectivity to the LaTIS Network but only for 
access to LaTIS non-camera data. 
Internet Access:  These sites do not have direct connectivity to ITS data through 
LaTIS.  The information that will be displayed via a DOTD web site is considered 
sufficient for users at these sites. 

As defined, the Video Access class actually permits access to the full suite of LaTIS 
camera and other field device control capabilities.  This leads to an implicit requirement 
for a User Access Control hierarchy in the software chosen to display video and 
control/manage the cameras and roadside devices.  This would arbitrate conflicts in 
attempts to control cameras and other devices and define user classes to further control 
access to certain device types.  For example, a non-DOTD stakeholder site that has no 
authority to control traffic could be granted access to view video and control cameras, but 
not be permitted to program Dynamic Message Signs (DMSs). 
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2.2.2.4 Future Stakeholder Connectivity 

As time passes, it is reasonable to assume additional entities in Louisiana may become 
interested in obtaining access to ITS data.  The initial deployment of the LaTIS network 
should allow for growth to support connectivity for additional participating agencies and 
other interested parties.  In particular, LaTIS connectivity to interested broadcast media 
outlets should be anticipated.  This also may call for the creation of a “Video Only” data 
access class.  As an example, Maryland SHA provides live video feeds to the media in 
Baltimore and Washington D.C.  The images are chosen by SHA and media personnel 
cannot control the cameras. 

2.2.2.5 Stakeholder/Partner Agency Responsibilities 

The following guidelines are recommended when granting direct LaTIS access to the 
non-DOTD stakeholders: 

Each agency connected to the LaTIS network should be party to a memorandum of 
understanding with DOTD that delineates the agency’s responsibilities and 
data/services delivered via LaTIS. 

• 

• 

• 

Each connected agency will be responsible for supplying sufficient space and 
environmental capacity to house the telecommunications equipment required to 
connect to LaTIS. 
Connected agencies will be responsible for compliance with applicable state and 
DOTD network and data security policies.  

2.2.2.6 Bandwidth  (Center-to-Center) 

This section defines the bandwidth requirements for LaTIS Network backbone links and 
for the connections to the various stakeholder sites.  Because video is bandwidth-
intensive, it is the principal component of the communications link capacity needed for 
sites that have video access.  Therefore this section commences with defining the video 
distribution requirements and guidelines. 

2.2.2.7 Video Distribution 

The following video requirements and DOTD-agreed site guidelines define the basic 
functionality necessary to develop a system to distribute video to LaTIS stakeholder sites 
across the statewide network. 

The LaTIS Network will support the ability to view multiple instances 
of the same CCTV image. 
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This requirement refers to intra-center viewing and video distribution capabilities.  A 
good example is at a TMC where instances of the same camera image might be required 
on displays in different locations within the center (e.g., on a display in an emergency or 
crisis center room as well as on a large wall display, and on the cubicle displays of 
personnel from various emergency agencies). 

The LaTIS network shall support the ability to view the same video 
image at multiple viewing locations. 

This requirement refers to inter-center viewing and video distribution capabilities.  An 
example of the need for inter-center video distribution is viewing video from a camera on 
an evacuation route.  The same image could be viewed simultaneously from the multiple 
TMC’s and Project Engineering offices affected by the event, as well as at DOTD 
Headquarters and the LOEP/LSP Joint Command Center. 

Video Image Distribution Guidelines 

Distribution of video is bandwidth intensive.  To keep overall bandwidth demands within 
reason, the following bounds (Table 2-1) were adopted by DOTD for those stakeholder 
sites designated to receive full direct LaTIS access.  These guidelines were adopted in the 
meeting to discuss LaTIS site priorities held on 01/23/2002. 
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Table 2-1  Video Image Distribution 

Site Type Concurrent Video 
Images 

Statewide ITS Center 16 (no more than 7 from 
any one TMC) 

TMC 7 

DOTD Headquarters 3 

DOTD District 3 

DOTD Project Engineer Office 3 

CCCD 3 

LOEP, LSP Command Center 7 

LSP Troop 3 

Causeway Commission 3 

Local DPW 3 

Media Negotiable 

Note that all cameras homed to a TMC would be available at that TMC.   The limits 
reflected in Table 2-1 represent the maximum number of remote cameras that would be 
available at each of the site types 

Local cameras will be displayed at TMCs using high quality video, 
while remote video will be compressed (384 kbps is recommended). 

DOTD announced at the LaTIS Team Meeting of December 12, 2001 that it desired the 
ability to view high quality video (defined as video at or near full motion frame rates and 
picture quality) at the TMCs while distributing video to the other stakeholder sites using 
digital compression methods.  This strategy recognizes the need to control bandwidth for 
video transmitted across the LaTIS backbone, while video internal to a TMC can be 
processed at higher bandwidths, allowing for the local display of high quality video.  384 
Kbps (Kilobits per second) is considered the minimum acceptable video transport 
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bandwidth for a compressed, digitized signal to accomplish ITS-related functions (e.g., 
traffic surveillance)13. 

2.2.2.8 Full Access Sites  

Communications bandwidth to each full access site must be sufficient to carry, at a 
minimum, the maximum number of video images that can be viewed at that site, plus 
support LaTIS WAN connectivity to access ATMS applications.  Assuming video is 
compressed at 384 Kbps, a 7-video site requires minimum capacity equal to two T-1 
circuits (i.e., 2 circuits at 1.544 Mbps [Megabits per second] each), and a 3-video site 
requires minimum capacity equal to one T-1 circuit.  This estimate takes into account the 
data access bandwidth requirements cited in the section that follows.  

2.2.2.9 Data Access Sites   

The minimum required bandwidth for LaTIS WAN connectivity to access ATMS 
applications and ITS data is 256 Kbps.  This minimum bandwidth is based upon current 
and projected CHART client requirements.  At the current time, CHART clients at data 
access sites are provided at least 256 Kbps of bandwidth, and are using less than 56 Kbps. 

2.2.2.10 Backbone Bandwidth  

The LaTIS network traffic flowing between the nodes on the LaTIS backbone will 
consist of three main components:  video image streams; ITS device data collection and 
control, plus ATMS application data; and network management traffic.  The minimum 
required backbone bandwidth is represented by the summation of the estimated size of 
each traffic component.   

The minimum bandwidth requirement for LaTIS backbone video traffic can be calculated 
using the following formula: 

Video Bandwidth = (# of TMCs) x  (# of outbound images) x (video compression rate) 

A strict interpretation of the video distribution guidelines (Req. 2.2.2.2.1.3) is to limit the 
number of remote video images originating from each camera aggregation point (i.e., a 
TMC) to 7.  Requirement 2.2.2.2.1.4 sets the recommended video compression rate at 
384 Kbps.  Given that there potentially will be as many as 9 TMCs at the end of the full 
LaTIS build-out, the minimum video bandwidth is calculated as: 
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LaTIS Video Bandwidth = 9 x 7 x 384 Kbps = 24.2 Mbps 

Operational experience in Maryland has shown that allocating 1.5 Mpbs is sufficient for 
ITS device data collection and control, plus the distribution of ATMS application data for 
the CHART network.  At full build-out, LaTIS would deploy almost exactly twice as 
many field devices as CHART (2036 versus 1019).   Therefore it is recommended that 3 
Mbps be allocated for LaTIS for these functions. 

Operational experience in Maryland also has shown that allocating 1 Mpbs is sufficient 
for CHART network management.  As with the field devices, at full build-out, the LaTIS 
network would represent a network roughly twice the size of the CHART network.   
LaTIS would have the ATM/EOC and 8 regional TMCs versus CHART’s Statewide 
Operations Center and 4 TMC’s.  There would be 78 LaTIS network nodes receiving 
video (from the LATIS Site List) versus almost 40 CHART video nodes.  Hence, the total 
number of manageable network devices for LaTIS is projected to be roughly twice the 
number as deployed for CHART.  Therefore it is recommended that a minimum of 2 
Mbps be allocated for LaTIS network management. 

Adding all three of these components (24.2+3+2) and rounding up, the minimum 
required LaTIS backbone bandwidth is calculated as 30Mbps. 

2.2.2.11 Availability and Maintainability 

The following requirements define the minimum availability standard for the LaTIS 
backbone, recommend facility power and fire suppression to lessen the threat of service 
interruption, and recommend hot-swappable equipment and maintenance of a spare parts 
inventory to ease maintenance. 

The minimum LaTIS Netw+ork backbone availability shall be 99%. 

This figure (99%) is the low end of what is generally acceptable for network availability.  
It is a realistic, achievable target for all types of backbone network connections 
(including leased communications circuits/services) under consideration for LaTIS. 

Support Services for the LaTIS Network must operate 24 x 365. 

The longer the problem detection and reaction time when a network operational problem 
occurs, the longer it will take to mobilize the necessary resources and solve the problem.  
Support services must be available (to start the problem resolution process) at all times, 
or the 99% availability goal will not be met. 
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Given the operational criticality of the ITS systems, outages in critical devices or system 
components (assets) should be responded to within 2 hours of detection.  “Critical” in this 
context refers to a problem with an asset that results in significant financial or business 
operations impact.  In the case of ITS systems, this typically refers to assets that are 
responsible for transporting ITS data and commands from/to multiple field devices 
(shared infrastructure), any non-redundant components, and WAN-related equipment.   
Other assets, such as those responsible for transporting ITS data and commands from 
individual field devices, or redundant components, might be assigned a slightly lower 
priority (e.g., “high” priority).  The response time for high priority assets is typically on 
the order of 4 – 6 business hours.  Lastly, there are some problems that have minimal 
impact.   These problems should be assigned the lowest priority (e.g., “normal”), and 
could be dealt with within 36 business hours.  Note that associated with each of these 
priorities should be escalation times and procedures, in the event that the problem is not 
resolved within a pre-defined time period.    

The LaTIS WAN backbone node facilities should have backup power 
protection. 

Providing emergency backup power for critical network equipment is standard industry 
practice.   UPS protection should be considered as the minimum, with UPS supported by 
a backup generator system being the preferred configuration. 

 LaTIS WAN backbone node equipment should be installed in facilities 
that provide fire suppression capabilities. 

This is industry standard practice for critical equipment. 

The modules, data adaptation boards/cards, and power supplies (if 
redundant supplies are present) in modular or chassis-style LaTIS 
telecommunications equipment should be hot swappable. 

This is standard practice for critical equipment as it can reduce or prevent downtime 
during maintenance and repair procedures. 

An adequate inventory of spare equipment and components should be 
maintained to facilitate repair of failed devices in a timely fashion. 

This is standard practice for critical equipment.  Often the longest delay is getting the 
appropriate unique part from out of town. An effective arrangement is to have the vendor 
stock the spares at the customer site(s). 
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2.2.2.12 Redundancy 

The following requirements recommend that the nodes on the LaTIS backbone should be 
connected with redundant communications paths to eliminate single points of failure on 
the backbone.  Concurrently, having path diversity is worthless unless the 
communications protocols controlling the backbone can recognize failures and switch to 
the alternate communications path to prevent loss of service.  Finally, the risk of a 
backbone node failure can be reduced if equipment with redundant components is 
utilized.   

The LaTIS Network should provide alternate physical paths between 
its backbone nodes to eliminate single points of failure and provide 
path diversity. 

Standard communications industry practice is to have at least 2 paths to each node to 
provide physical path diversity. 

The LaTIS Network should provide alternate logical paths to eliminate 
single points of failure. 

Standard communications industry practice is to have at least 2 logical paths to each 
node.  This requirement implies that the LaTIS Network equipment and communications 
protocols must be configurable to recognize failure conditions and reroute 
communications over the alternate physical paths.    

Major LaTIS WAN backbone telecommunications equipment should 
have redundant supervisory/control modules and power supplies with 
automatic fail-over capability.  

This is standard practice for critical equipment as it reduces overall downtime. 

2.2.3 Center-to-Device Requirements 

2.2.3.1 Connectivity 

The first 2 connectivity requirements are self-explanatory, simply stating that the LaTIS 
network will support connectivity to roadside cameras and field devices. 

The LaTIS Network will support connectivity to each of the CCTV 
camera sites included in the Roadway Subsystem. 
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The LaTIS Network will support connectivity to each of the non-CCTV 
ITS devices included in the Roadway Subsystem. 

2.2.3.2 Device Count Requirements 

The latest projected total device counts for the 5- and 10-year timeframes for each region 
are shown in the following table 2-2.  This data was supplied by PB Farradyne and 
represents the updated totals as of 01/09/02. 

Table 2-2  Projected Total LaTIS Device Counts 

 

 

 

 

 

 

 

 

 

ITS Component Total ITS Component Total
Interstate Miles 20 10 10 67.2 20 3 130.2 Interstate Miles 65 10 10 67.2 30 6.4 188.6
DMS 15 4 4 32 12 0 14 2 5 88 DMS 25 4 4 32 12 0 28 4 28 16 153
VSLS 0 0 0 0 24 0 0 0 0 24 VSLS 0 0 0 0 24 0 0 0 18 82 124
RTMS 150 38 20 4 24 48 30 8 14 336 RTMS 439 38 20 4 24 48 60 24 386 162 1205
CCTV 50 19 10 16 6 12 24 3 12 152 CCTV 157 19 10 16 6 12 48 5 101 90 464
HAR 2 0 1 2 0 0 5 HAR 2 0 1 2 1 6
Weather Stations 3 0 0 0 0 3 Weather Stations 3 0 3
Fog Detectors 0 0 0 0 0 0 Fog Detectors 0 0 81 81

Total Number of Devices: 608 Total Number of Devices: 2036

Note:  10 year projections include the five year projections.

Lafayette Interstate miles includes future I-49 miles in Iberia, Lafayette and St. Landry Parishes.
Interstate miles could all be included in 5 year projections because of the fiber installed.
There are some locations where only fiber is installed now;  with devices being future.

Projected Device Counts By Location - 5 Years Projected Device Counts By Location - 10 Years

2.2.3.3 Device Polling Requirements 

Polling is the process of communicating with devices at defined, regular intervals to 
collect the ITS data reported by them and perform health status monitoring (i.e., confirm 
that the device is communicating and operating properly).  Specifying the polling rate 
depends on several factors, amongst which are: 

How fast is it possible to communicate with a device?  The polling interval cannot be 
shorter than the amount of time it takes to initiate communications to the device, 
collect the data, and close the session.  

• 

• 

• 

Is the device being used for automated incident detection?  Devices used in this 
manner would require a relatively shorter -polling interval. 
Is the device set for exception-based reporting?  With exception-based reporting, a 
device reports data only if a change from the status quo has been observed (e.g., a 
speed detector notices a sudden drop in vehicle speeds).  Typically, the 
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communications are initiated from the device end in this mode and the device is not 
configured to respond to regular polls. 

The determination of attainable polling rates to each type of device depends on the 
concepts of concurrency and latency.  These two parameters, taken together, can be used 
to size the equipment servicing the communications to the field devices. For example, 
communications ports on a server are typically utilized to facilitate communications with 
low-speed devices.  These parameters can be used to determine the number of 
communications ports required and the minimum CPU processing power and 
multitasking capabilities required for the server to process the necessary number of 
simultaneous connections to the devices. 

Concurrency in this context means how many of a particular device type may be directly 
communicated with simultaneously from a given communications server (e.g., located in 
a TMC).  This parameter is important to assure that sufficient system resources are 
specified in the design of the communications server to contact the desired minimum 
number of particular device types when required.  It is typically driven by operational 
expectations for use of the device.   

Latency in this context means how long you can wait to communicate with a given 
device (e.g., between successive polls/requests for data).  It is a measure of how fast 
communications to a device can be.  This parameter is typically driven by how often the 
state of the device changes significantly or must be changed.  Also, the method used to 
communicate with the device (e.g., leased switched services versus dedicated 
communications) can limit or otherwise constrain how often a device may be contacted.  
Because you can’t poll faster than you can communicate, the latency for each device 
represents its minimum possible polling interval. 

The following table 2-3 specifies the number of concurrently accessible non-video 
devices and the acceptable latency (response time) when communicating with them 
desired for LaTIS.  These parameters were developed on behalf of GEC in support of the 
Baton Rouge and Lafayette ITS initiatives (Dean Tekell memo 02/07/02).  Parameters for 
traffic signals, detectors, HAR, and DMS were specifically identified.  These numbers 
were selected with an urban ITS operation in mind.  Rural applications or smaller urban 
areas may require fewer devices to be concurrently accessible or accept higher latency.  
CSC derived the parameters for VSLS and weather stations based on those devices 
having similar communications to DMSs. 
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Table 2-3  Device Concurrency and Latency 

Device Type # Concurrently 
Accessible 

Acceptable 
Latency 

Traffic Signal 8 100 ms 

Dynamic Messaging Sign (DMS) 8 1 minute 

Radar Vehicle Detector (RVD) 8 500 ms 

Hazard Advisory Radio (HAR) 8 3 minutes 

Variable Speed Limit Sign (VSLS) 8 1 minute 

Weather Station 3 

(only 3 are planned statewide) 
1 minute 

 

The latency is a driving force in the choice of communications to each device site.  
Devices with acceptable latencies of 1 minute or higher would permit the use of leased, 
switched analog services (e.g., POTS) for communications with them.  Latencies of 6 
seconds to 59 seconds would permit the use of leased, switched digital services (e.g., 
Integrated Services Digital Network [ISDN]).  Latencies of 6 seconds or less would 
require the use of some form of constant, steady state connection such as leased dedicated 
digital service (DDS), wireless (microwave or spread spectrum radio), or fiber optics. 

While the latency represents the minimum possible polling interval, it does not 
necessarily mean that devices should be polled that frequently.  Analysis needs to be 
performed for each device type to determine the minimum-polling interval that produces 
meaningful data.  An example of this concept is the difference between the daytime and 
nighttime traffic flow monitored by an RDV.  If the polling interval is too short, many 
polls could be performed at night, and even during non-rush hour daytime periods, when 
no vehicles have passed through the detection zone.  Note that RDV’s also typically 
require that some minimal level of traffic pass through the detection zones in order to 
provide reasonably accurate data. 
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Louisiana Statewide ITS Implementation & Telecommunications Plan 

 
alternately when it may be archived) must be considered when specifying both near-term 
and long-term storage needs for that data.     

Table 2-4  Device Message Sizes 

Device Type Message Size 
(bytes) Notes 

DMS 11 Health Status Data 

RVD 296 37 bytes/zone x 8 zones 

HAR Variable Depends on length of recorded 
message for broadcast 

In the context of camera control, latency manifests itself as the observed “lag” time 
between when an operator issues a camera control command and the visual confirmation 
of the corresponding adjustment seen on the viewing monitor.  An example is how long a 
camera is seen moving after the operator stops his/her PTZ commands.  The latency must 
be short enough so that the cameras can be controlled effectively.  If the latency is too 
high, operators will have trouble avoiding overshooting the locations they are trying to 
point the cameras.  These impacts can be lessened through the use of cameras and pan/tilt 
units that support preset position commands and variable speed pan, tilt, zoom, and focus 
functions.  An operator could use preset positions or high-speed pan and tilt movements 
to point the camera close to the desired position, then use slow speed movements to 
position the camera exactly on the intended view. 

2.2.3.4 Data 

LaTIS network connectivity will support the receipt of video images 
and data provided/reported by the Roadway Subsystem devices; and 
support the communication of control/management and status data 
to/from Roadway Subsystem devices. 

The requirement states that the basic function of the communications to ITS device sites 
is to transmit the data streams to/from each of the Roadway Subsystem devices:  video 
images, control, and health/status to/from cameras; and the data recorded, control, and 
health/status to/from the other ITS devices. 

The communications service at each CCTV site must support the 
transport of video and camera control as separate data streams. 
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The communications to each CCTV site consists of 2 data streams:  the video image from 
camera to TMC and bi-directional low-speed serial camera control and status data.  The 
communications link must be able to preserve the data streams so that camera control 
commands and camera status can be transmitted without disruption to the video image 
and vice versa.   

It could also be possible to use the LaTIS Network connections to the various field sites 
to transmit physical and environmental alarm data if such monitoring capabilities are 
present at any of the sites.  This is presented as an option and is not considered 
mandatory, hence it is not stated as part of the requirement. 

2.2.3.5 Bandwidth (Center-to-Device) 

Camera Site Video  

CCTV bandwidth requirements will be dependent on desired video Quality of Service 
(QOS) desired by DOTD.  The following table 2-5 illustrates the bandwidth requirements 
associated with the most commonly used video QOS standards.  

Table 2-5  Comparative Video Bandwidth 

Video Quality of 
Service 

Frame Quality 
(fps) 

Transport 
Media Bandwidth Cost Relationship 

Factor to CHART

CATV Analog Dedicated Fiber  
or Coax 

N x 5 MHz 12 Times 

HDTV 60 Dedicated Fiber  
or Coax 

189.84 Mbps 12 Times 

NTSC 30 (2) DS-3 94.92 Mbps 9 Times 

MPEG-2 30 (2) T-1 3-20 Mbps 4 Times 

MPEG-1 15 T-1 <1.86 Mbps 2 Times 

H.261 15 T-1 64 KPS-2 Mbps varies 

CHART: H.261 15 T-1 384 KPS 1 Time 

Note that the decision to have high-quality local video at the TMCs provides flexibility in 
the choice of video transmission technology employed for each regional ATMS.   
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The maximum bandwidth requirement for CCTV camera control is 9.6 
Kbps. 

These devices are listed in the following table. 

The maximum bandwidth requirement for non-CCTV devices is 9.6 
Kbps.  

These devices are listed in the following table 2-6.  Note that the typical duty cycle for 
communications with these devices is less than one percent. 

Table 2-6  Low Speed ITS Device Bandwidth 

Device Data Type Max. 
Bandwidth 

CCTV Camera Control Low speed serial 9.6 Kbps 

RVD Low speed serial 9.6 Kbps 

Weather Station Low speed serial 9.6 Kbps 

Flood Sensor Low speed serial 9.6 Kbps 

DMS Low speed serial 9.6 Kbps 

VSLS Low speed serial 9.6 Kbps 

HAR DTMF or low speed serial 9.6 Kbps 

Availability 

The following requirements define the minimum availability standard for 
communications links between LaTIS nodes and field device sites, recommend 
environmentally hardened equipment to reduce the risk of field failures, and maintenance 
of a spare parts inventory to ease maintenance. 

The target minimum communications service availability to device sites 
should be 99%. 

99% availability works out to be approximately 88 hours of unscheduled down time per 
year.  This is not an unreasonable target figure for communications links to field sites, 
particularly those that may be serviced via fiber or microwave.  Operational experience 
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from the CHART program in Maryland suggests that 99% is also attainable with leased 
circuits.  CHART is currently employing approximately 500 leased circuits covering a 
mix of DS-3, T1, ISDN, and POTS circuits.  The aggregate availability of all of these 
circuits is within the 99% availability target. 

Telecommunications equipment deployed at device sites should be 
environmentally hardened to enhance survivability in the field. 

Desired features for environmentally hardened equipment include extended temperature 
range operation, high humidity tolerance, and vibration resistance.  Hardened equipment 
should be considered for use at field sites where an environmentally controlled 
communications hub building will not be present.  Using hardened equipment could also 
lessen the need to erect such hub facilities, therefore producing reductions in field 
deployment costs. 

An adequate inventory of spare field site telecommunications 
equipment and components should be maintained to facilitate repair of 
failed devices in a timely fashion. 

This is standard practice for critical equipment and mirrors the requirement for 
maintenance of a spare parts inventory for LaTIS backbone communications equipment.   

Redundancy 

The following requirements recommend that ITS field devices can be communicated to 
and controlled from multiple facilities.  Such flexibility is required to support evacuation 
operations, as operators relocated to an emergency site would still need to access devices 
in their home district.   

The LaTIS Network should support the capability to connect to and 
retrieve data from ITS devices from multiple control centers (e.g., the 
TMCs, Districts, etc.) or servers. 

The LaTIS Network should support the capability to control ITS 
devices from multiple control centers (e.g., the TMCs, Districts, etc.) or 
servers. 

Security 

The following requirement stipulates that additional security provisions are not required 
for communications with field devices.  The native security of these devices, the unique 
nature of the protocol used with the devices coupled with the unique device ID assigned 
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to the device, are sufficient measures to safeguard access.  Once a communications path 
to the device has been established (e.g., the device is contacted over a leased circuit using 
a modem), the originating party must provide the unique device ID in any transactions 
with the device.  Otherwise the device does not provide any response. 

No additional security is required for communications with field 
devices other than the native security provided by the device. 

CHART Specific 

This section discusses specifics for communications to ITS devices if re-use of the 
CHART 2 software is adopted.  Communications to field devices rely on particular 
technologies, protocols, and communication services and these are codified in the 
CHART 2 software.  Maximizing the benefit of re-use for the LaTIS network would 
likely consist of a combination of adopting some of the same equipment and 
communications services already coded into CHART 2 and adapting the software to 
recognize services and equipment used for LaTIS.   

Connectivity to nearly all of the Roadway Subsystem ITS devices in Maryland are via 
leased circuit.  Communications to camera sites are provided via leased T-1 or electronic 
DS-1 circuits, and communications to low-speed devices utilize ISDN and POTS circuits.   

The CHART 2 software consists of 2 major components, the video and camera control 
component and the field device communication component.  Video and camera control 
are managed via T-1 circuit switching through an asynchronous transfer mode (ATM) 
network.  Adapting the video and camera control component to another technology such 
as IP video appears feasible. 

The CHART 2 field device communications component relies on initiating all calls to the 
field devices. It would require modification to handle other services besides ISDN and 
POTS, particularly a steady state service such as microwave or DDS. 

The low-speed ITS devices currently supported by the CHART 2 field communications 
component are listed in the following table 2-7. Any device that does not use one of the 
listed protocols would require the development of a new protocol driver.  CHART 2 is 
currently integrating support for the National Transportation Communications for ITS 
Protocol (NTCIP) full mandatory compliance set and a partial implementation of the 
optional compliance set for DMSs.  Therefore, it is assumed that if LaTIS re-uses 
CHART 2, this support would be available. 
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Table 2-7  CHART 2 Low-Speed ITS Device Protocol Summary 

Device 
Type 

Subtyp
e Manufacturer Protocol Notes 

DMS FP9500 Mark IV 
Industries Ltd., F-
P Electronics 
Division 

FP9500ND-MDDOT, Document: 
A316111-080 Rev. A6 

New 
Signs 

 FP1001 F-P Electronics  Legacy 
 FP2001 F-P Electronics F-P Electronics Manuals, FP2001 

Display Controller Application 
Guide: A317875-012 

Legacy 

 Sylvia Fiber optic 
Display Systems, 
Inc. 

 Legacy 

 3001 TELE-SPOT 
Systems 

TELE-SPOT 3001 Sign 
Controller Communications 
Protocol, 750208-040, V2.3 

Legacy 

RDV RTMS Electronic 
Integrated 
Systems Inc. 

RTMS User Manual for X, K 
Models,  

 

Portable 
DMS 

 ADDCO MNDOT4  

  Display Solutions PCMS Protocol, Version 4, Doc 
No.: 32000-150, Revision: 5, 
Doc. Date: 1-4-2000 

 

SHAZAM RC-2A Viking 
Electronics 

  

HAR AP 55 Information 
Station Specialists 
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The following table 2-8 provides a summary of the CCTV devices currently supported by 
the CHART 2 system.  Any camera system that does not use one of the listed protocols 
would require the development of a new protocol handler. 

 Table 2-8  CHART 2 Video Interface Summary 

Type Subtype Manufacturer Protocol Notes 

CCTV ER221B 
Camera 
Control 
Receiver 

Cohu Inc, 
Electronics 
Division 

MPC System RS-
422 Interface 

Camera Control 

CCTV 1322-1000 
Camera 

Cohu Inc, 
Electronics 
Division 

NTSC Analog 
Video 

Camera Video 
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2.3 Existing DOTD Resources 
This section presents an overview of the various telecommunications resources currently 
available to DOTD that could be utilized to support the implementation of the LaTIS 
Network.  The following topics are covered:  currently available fiber optic resources, 
current status of the OC-48 SONET fiber backbone, DOTD microwave system, and 
facilities surveyed by CSC personnel in September 2001.   

2.3.1 DOTD Fiber Resources 

This section summarizes the fiber optic resources that are currently available to DOTD.  
It was developed starting with THE LOUISIANA OPTICAL BACKBONE, Maximizing the 
Value of State Fiber Network Assets14 white paper, and includes site surveys conducted 
by CSC, as well as information gleaned from the fiber optic meetings conducted by 
DOTD and attended by CSC. 

Over the years, DOTD has pursued resource-sharing agreements granting permission to 
use Louisiana’s highway rights-of-way for installing telecommunication trunk line routes 
in exchange for various types of communications assets (i.e., strands of fiber, conduits, 
telecommunications equipment, services, and software).  To date, five resource share 
permits have been granted that resulted in the installation of fiber optics along Louisiana 
rights-of-way. The service providers, routes, and assets obtained by DOTD from the 
completion of these agreements are summarized in Table 2-9.  All of this fiber is single 
mode for long-distance communications. 

DOTD also has granted a number of resource share permits that ultimately did not yield 
the expected results for one reason or another.  Of these, an initiative pursued by 
PrimeLink Systems15 would have provided DOTD with 8 strands of fiber between 
Lafayette and Bossier City along the I-49 corridor and 4 strands plus 80 miles of empty 
conduit along the I-20 corridor.  This project is of particular interest because it would 
provide DOTD with fiber connectivity between the existing north and south fiber.  The 
work along I-49 was about 70% complete before financial problems caused PrimeLink to 
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14 THE LOUISIANA OPTICAL BACKBONE, Maximizing the Value of State Fiber Network Assets, April 10, 2001, Prepared for the 
Division of Administration by Mike Stagg of digitallouisiana.org 

15 PrimeLink Systems web site can be found at http://www.primelinksystems.com/index.html# 
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suspend it.  Liens have been filed against PrimeLink, so the final resolution of this 
situation is unknown.   

Figure 2-2 illustrates DOTD’s statewide resource share fiber routes.  With the exception 
of the PrimeLink fiber, only those routes where DOTD has access to fiber strands are 
shown.  The projected I-49 fiber is included in the figure to demonstrate the strategic 
importance it would play in creating a statewide fiber backbone if it ever becomes 
available.  The figure also provides a high-level view of the DOTD facilities and traffic 
management centers that currently have connectivity to the resource share fiber. 
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Table 2-9  Completed Resource Share Initiatives 

Service Provider Route Assets Acquired by DOTD 
McCleod (formerly CapRock 
Communications) 

I-20 corridor across northern 
Louisiana 

8 strands of fiber between 
Bossier City and Monroe 

Enron Corporation I-10 corridor between the Texas 
state line and New Orleans  

8 strands of fiber plus an empty 
non-multiducted conduit between 
the Texas state line and New 
Orleans.  

Level 3 Communications, LLC I-10 corridor between the Texas 
and Mississippi state lines 

Communications equipment 
valued at $910,000 * 
Installed a DOTD-purchased 24-
strand fiber cable in a conduit 
over the I-10 Mississippi River 
bridge in Baton Rouge. 

PF.Net Network Services Corp./ 
AT&T Corp. 

I-10 corridor between the Texas 
and Mississippi state lines 

Hardware, software, and services 
valued at $1,000,000 * 

Sun-America Communications 
Corp. 

I-49 between Lafayette and 
Boyce (40 miles north of 
Alexandria; route continues to 
Shreveport along LA1) 

Communications equipment 
valued at $540,000 * 

* Equipment acquisition and services handled by Global Data Systems of Baton Rouge. 

2.3.1.1 Northern Fiber 

From the resource share agreement with CapRock Communications16 (now McCleod), 
DOTD obtained 8 strands of single-mode fiber along I-20 between Shreveport/Bossier 
City and Monroe.  The detailed schematic for this fiber is presented in Figure 3-2 (a full 
size copy of this drawing also is included in Appendix C).  DOTD’s fiber starts with a 
manhole at the I-20/220 interchange on the west side of Shreveport/Bossier.  It heads east 
along I-220, then turns south along Airline Drive to reach I-20 where it continues east.  It 
next reaches a manhole that junctions with a conduit (with 48 strands of fiber) to District 
04 that was provided by Caprock.  All eight resource share strands are spliced here to 
extend the fiber to District 04 where they are terminated in a patch panel with SC 
connectors.  Access to all 8 eight strands heading east or west is maintained.  The fiber 
continues east along I-20 where it reaches a manhole in Monroe at the US-165 
interchange.  There are 3 intermediate manholes (Junction I-20/220 in east Bossier, LA 
532, and LA 33) along the route that are not currently utilized.  A service loop is 
provided in each manhole.  The LA 532 and LA 33 interchanges were chosen by DOTD 
as access points because there are nearby DOTD facilities that could be utilized as 
regeneration (regen) sites.  
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16 CapRock Communications web site can be found at http://www.caprock.com/ 



Louisiana Statewide ITS Implementation & Telecommunications Plan 

 
At Monroe, Caprock provided DOTD with 48 strands of fiber from the I-20 manhole 
north up US 165, then east on US 80 to reach District 05.  All eight resource share strands 
are spliced at the manhole to extend the fiber to District 05 where they are terminated in a 
patch panel with SC connectors.  While terminated end-to-end, the northern fiber is dark. 

No fiber optic transmission equipment for this route has either been purchased or 
installed.  CapRock installed Light Emitting Fiber (LEF) along this route and reported to 
DOTD that only one regeneration site would be needed between Bossier City and 
Monroe. 
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 Figure 2-3  Northern Fiber Schematic 
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2.3.1.2 Southern Fiber 

From the resource share agreement with Enron Corporation , DOTD obtained 8 strands 
of single-mode fiber and a parallel empty non-interducted conduit along the I-10 corridor 
between the Texas State line and New Orleans.  DOTD also was granted 75 square feet 
of space (for DOTD-provided equipment) in each regeneration station Enron constructed 
or utilized along the route. 

17

The detailed schematic for the southern fiber is presented in Figure 2-4 (a full size copy 
of this drawing also is included in Appendix C).  Starting from the west end, DOTD’s 
resource share fiber heads east from a manhole on the property of the visitor center on I-
10, 1 mile east of the Texas border.  It passes through an Enron regen station near Vinton 
and reaches a manhole at the LA 397 interchange in Lake Charles. All eight strands are 
spliced here to extend the fiber to reach District 07 where they are terminated in a patch 
panel with SC connectors.  Access to all 8 eight strands heading east or west is 
maintained.  An ONS 15454  and an ATM  switch are installed at District 07.  The fiber 
west of Lake Charles is dark and 4 strands are lit heading east. 

18 19

The fiber continues east along I-10, passing through Enron regen stations in Roanoke, 
Scott, and Ramah until it reaches LA 415.  An ONS 15454 is installed in each of these 
facilities.  Scott is the backbone connection point to District 03 in Lafayette.  Because 
there is no current fiber connectivity between Scott and District 03, the ATM switch for 
District 03 is installed at the regen station until a high-bandwidth link is established.  
Three T1 circuits were installed to provide an interim connection to District 03.  DOTD 
has had some meetings with the Lafayette Utilities System (LUS)  and Louisiana Public 
Broadcasting (LPB)21 concerning possible access to their fiber resources in the area to 
connect District 03 to the backbone.  To date, no agreements have been reached. 

20

At LA 415, the fiber heads north to US 190, then east to along US 190, and southeast 
along US 61/190 (Airline Highway) until it reaches the Enron regen station adjacent to 
District 61.  Two ONS 15454s, one each for the east and west SONET rings, are installed 
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17 The Enron Corporation web site can be found at http://www.enron.com/corp/ 

18 See, for example, http://www.cisco.com/warp/public/cc/pd/olpl/metro/on15454/prodlit/ons15_ds.htm, for information concerning the 
Cisco ONS 15454 

19 See, for example, http://www.cisco.com/univercd/cc/td/doc/product/l3sw/8540/cnfg_gd/1cfg8540.htm, for information concerning the 
Cisco Catalyst 8540 ATM switch 

20 The Lafayette Utilities System web site can be found at http://www.lus.org/ 

21 The Louisiana Public Broadcasting web site can be found at http://www.lpb.org/ 
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in the regen station.  24 fiber strands run into the District 61 communications room where 
an ATM Switch is installed.  Enron also provided 24 strands from the regen station to the 
Baton Rouge ATM/EOC.  This fiber utilizes the resource share conduit for most of its 
route. 

From the regen station at District 61, the fiber continues southeast along Airline Highway 
to I-12, then continues east to Hammond along I-12 to a manhole at the I-55 interchange. 
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 Figure 2-4  Southern Fiber Schematic 
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All eight strands are spliced here to extend the fiber to reach District 62 where they are 
terminated in a patch panel with SC connectors.  Access to all 8 eight strands heading 
east or west is maintained.  An ONS 15454 and an ATM switch are installed at District 
62.  

The fiber proceeds south along the I-55 corridor, and passes through a regen station in 
Ponchatoula.  South of Ponchatoula, it runs along US 51 (to avoid elevated portions of I-
55) to the I-10 interchange.  All eight strands are spliced here to extend the fiber to reach 
the LaPlace truck scale facility where they are terminated in a patch panel with SC 
connectors.  Access to all 8 eight strands heading east or west is maintained and a regen 
is installed here.  The fiber is currently dark east of LaPlace. 

The fiber continues south along US 51, then east along US61, then north to I-10, just east 
of New Orleans International Airport.  The fiber continues east along I-10, passes 
through a manhole at the I-610 interchange, keeps heading east on I-10, and then follows 
Business US 90 West into downtown New Orleans.  The fiber leave Business US 90 at 
the Camp Street exit and ends at a manhole at the corner of Camp and Poydras Streets. 

There is an existing conduit that runs from the I-10/610 manhole to the microwave 
communications building at the Old Troop B site in Metairie.  The permanent New 
Orleans TMC will be built at this site.  DOTD is planning to run 24 strands of fiber in the 
conduit and splice into all 8 resource-share strands.  An ONS 15454 and ATM switch 
will be installed in the microwave communications building. 

It has recently been learned that there are no intermediate pull boxes for the resource 
share conduit, other than the aforementioned splice points and manholes (April 2, 2002 
Fiber Meeting).  Manholes and handholds would have to be installed to provide 
intermediate pulling points to lay fiber in the conduit.  Handholds may be present in the 
section where the conduit was used for the fiber between District 61 and the Baton Rouge 
ATM/EOC, but this was not addressed at the meeting.  

2.3.1.3 Baton Rouge Fiber 

Figure 2-5 illustrates the existing and projected DOTD fiber in the Baton Rouge area.  In 
addition to the resource share backbone fiber, DOTD was provided 24 strands of single-
mode fiber from the Enron regen station at District 61 to the Baton Rouge ATM/EOC.  
This fiber utilizes the resource share conduit up Airline Highway to I-110.  From there, 
the fiber heads north up I-110 to Harding Blvd., then continues east along Harding to the 
ATM/EOC.  These fibers are terminated in patch panels at both ends (SC connectors at 
the regen station, ST connectors at the ATM/EOC).  None of the strands are currently in 
use.  An ATM switch will eventually be installed at the ATM/EOC. 
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There are also 24 strands of unused single-mode fiber in conduit across the I-10 
Mississippi River Bridge.  The fiber was purchased by DOTD and was installed by Level 
3 Communications Inc22.  This fiber is un-terminated on both ends.  The fiber runs west 
from a manhole at the I-10/Nicholson Drive exit ramp over the bridge to Port Allen.  
Here, it is reported to still be on the spool and the spool is buried on the north side of the 
highway, next to one of the bridge piers on the west bank.  It is believed that there is 
enough fiber on the spool to reach the I-10/LA-415 intersection.  Two breakout boxes 
also were provided on the bridge itself. 

Several projects are approved that, when completed, will provide a complete ring of fiber 
(ideally, 72 strands) around central Baton Rouge.  This will provide fiber connectivity 
between DOTD Headquarters (HQ), District 61, the statewide Traffic Services Center 
(also known as Section 45), the Baton Rouge ATM/EOC, and a new joint LSP23 and 
LOEP24 Center under construction.   The goal is to have a 24-strand cable for backbone 
communications, another 24-strand cable for distribution to ITS devices (including build-
outs to nearby traffic signal equipment cabinets), plus a third 24-strand cable for future 
growth.  The aggregate strand count is 72. 
• 

• 

• 

                                             

The Soundwall construction project will provide conduit and 3 24-strand cables from 
Airline Highway (US 61) to Acadian Thruway. 
The Baton Rouge Phase 1 Deployment will extend conduit and 3 24-strand cables 
along I-10 from Acadian to I-110 (reaching the I-10 bridge fiber manhole), then north 
up I-110 to reach DOTD HQ, then continue north along I-110 to reach the 
ATM/EOC.  Additionally, a connection to the I-10 bridge fiber will be made and the 
existing 24-strand cable will be extended to LA-415.  A determination of whether or 
not DOTD can use the 4 Baton Rouge resource share strands is also expected during 
Phase 1. 
The Baton Rouge Phase 2 Deployment will fill in the remaining gaps to complete a 
full ring of fiber around central Baton Rouge, plus extend spurs east along I-10 and I-
12, and west along US-190.  Where available, the existing resource share conduit will 
be utilized.  Ideally, all of these segments will provide the desired 3 24-strand cables.   
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22 The Level 3 web site can be found at http://www.level3.com/ 

23 The Louisiana State Police web site can be found at http://www.lsp.org/welcome.html 

24 The Louisiana Office of Emergency Preparedness web site can be found at http://www.loep.state.la.us/Default.htm 
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Figure 2-5  Baton Rouge Fiber Schematic 
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Installing additional cable in the resource share conduit between the Enron regen station 
at District 61 and the ATM/EOC presents a challenge because of the existing 24-strand 
cable.  Because the conduit is not interducted, 2 additional cables cannot simply be pulled 
in it because they would become tangled with the existing cable.  The existing cable 
would have to be removed first, then a replacement cable plus the 2 new cables can be 
installed.  

An additional spur will also have to be installed to reach the new joint LSP/LEOP facility 
on Independence Blvd (currently under construction).  The fiber strand count for this spur 
is not finalized at this time, but 24 strands is currently under consideration  

2.3.2 Missing Links 

This section reviews the notable missing links in the DOTD fiber network.  First and 
foremost is the incomplete PrimeLink I-49 fiber between Lafayette and Shreveport.  This 
project may eventually be completed if PrimeLink’s financial situation improves.  The 
company has posted favorable financial results for calendar 2002 and there is a 
possibility the project could be resumed.  In response to the missing fiber link, DOTD is 
evaluating upgrading their microwave system between District 61/Section 45 in Baton 
Rouge and District 05 in Monroe to provide an OC-3, 155 Mbps connection between the 
I-10 and I-20 corridor fiber.   

DOTD is also considering a recent (December 2001) proposal from Sun America 
Communications Corp, whereby Sun America would give DOTD access to fiber strands 
between Lafayette and Shreveport in exchange for access to DOTD’s conduit in the 
south.  Sun America’s fiber runs along I-49 from Lafayette to Boyce; then follows LA1 
to Shreveport.  Negotiations are ongoing between DOTD and Sun America, so the 
specifics of an eventual deal are yet to be determined.  DOTD hopes to attain access to at 
least 4 strands of fiber between Lafayette and Shreveport plus build-outs to reach the 
Scott regen station near Lafayette, District 08 in Alexandria, and District 04 in Bossier 
City. 

The following list summarizes the additional missing links currently impacting the 
development of DOTD’s fiber backbone:  

• DOTD Headquarters to District 61 in Baton Rouge:  This gap will be eliminated 
by the ongoing ITS initiatives in Baton Rouge.  The two sites are currently 
connected via a 28 T1 capacity microwave link. 

• Fiber to connect District 02 Headquarters in Bridge City to the fiber backbone:  
An upgrade of the existing District 02 to Old Troop B microwave link to OC-3 is 
proposed in the New Orleans Interim Traffic Management System Plan.  
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Obtaining fiber connectivity to District 02 is likely a long-term proposition.  The 
most likely resource-share opportunity would be fiber along US 90/I-49 between 
Lafayette and New Orleans.  Realistically, this would not occur until the upgrade 
of the entire route to Interstate System standards is finished.   

• Fiber to connect District 3 Headquarters in Lafayette to the fiber backbone.  
DOTD continues to pursue opportunities for fiber access in the Lafayette region.  
In the interim, 3 T-1 circuits were leased to provide connectivity. 

2.3.3 Strand Availability 

The available free strands within the existing fiber infrastructure are summarized below: 

• 8 strands from the Texas border to District 07 in Lake Charles. 

• 4 strands from District 07 to the Scott regen station. 

• 0 strands between Scott and District 61 in Baton Rouge because the current 4 free 
strands are reserved for the northern fiber connection. 

• 4 strands from District 61 to the Old Troop B complex in Metarie. 

• 8 strands between Old Troop B and downtown New Orleans, running along I-10 
and Business US 90. 

• 4 strands between District 04 (Bossier City) and District 05 (Monroe). 

Opportunities to use the free strands for communications to roadside cameras and low-
speed devices is limited by two factors: 

The small number of available strands.  Limited strand counts can be compensated 
through the extensive use of optical muxing equipment, however, the point is quickly 
reached where the total equipment cost makes this an uneconomical approach. 

• 

• Lack of intermediate access points:  DOTD only has access to the resource share fiber 
at the end points, the build-outs to District HQs, and the regen stations.   
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2.4 DOTD Backbone 
DOTD has started deploying an OC-48 Synchronous Optical Network (SONET) 
backbone utilizing the southern fiber and communications equipment obtained through 
resource sharing.  Figure 2-6 illustrates DOTD’s high-level vision for the completed fiber 
backbone.  Initially, three SONET rings were envisioned: an eastern ring (Baton Rouge 
to New Orleans), a western ring (Baton Rouge to Lake Charles), and a northern ring 
(Baton Rouge to Shreveport/Bossier and Monroe).  As ITS planning for Baton Rouge 
progressed, it became apparent that a local ring would be feasible to connect the three 
major ITS-related facilities in the region (DOTD HQ, the ATM/EOC, and District 61).  
Baton Rouge was selected as the hub site for the rings because DOTD HQ is the main 
node for DOTD communications.  Given that most of DOTD’s enterprise systems are 
located at the headquarters facility (mainframe computer center, LAN server pools, web 
servers, etc.), communications tend to radiate out from DOTD HQ to the Districts.   

Figure 2-7 illustrates DOTD’s leased backbone, managed by the Office of 
Telecommunications Management (OTM), before the advent of fiber.  Based on a 45Mb 
ATM core with frame relay service ranging from T1 to 45 Mbps, the topology further 
demonstrates the headquarters-centric nature of DOTD communications.   

SONET OC-48
West Ring

SONET OC-48
East Ring

Lake
Charles

Baton
Rouge

Metro
New Orleans

Future
Northern Ring

to
Alexandria,
Bossier City,

Monroe

SONET OC-48
Future Baton
Rouge Ring
to DOTD HQ
& ATM/EOC

Figure 2-6  DOTD Fiber Backbone SONET Rings 
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Figure 2-7  Leased DOTD Enterprise Backbone 
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Figure 2-8 illustrates the DOTD fiber backbone as implemented to date.  The OC-48 
SONET rings are provisioned using Cisco ONS 15454 wave division multiplexers 
(WDM).  The western ring runs between District 07 in Lake Charles and District 61 in 
Baton Rouge.  The eastern ring runs between Baton Rouge to an intermediate end point at 
the truck scale facility in LaPlace.  The eastern ring will eventually be extended to 
metropolitan New Orleans, terminating at the Old Troop B facility in Metarie (future site 
of the permanent New Orleans TMC).  CSC believes the rings are operating in SONET 
protected mode.  The mode maximizes SONET’s self-healing/loop-around capabilities 
for logical path diversity, but limits connectivity options into the ring by strictly assigning 
bundles of OC-1s for the use of their connecting nodes.   
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Figure 2-8  DOTD Fiber Backbone Implemented to Date 

Physically, the SONET rings are deployed in a collapsed configuration.  This means both 
“legs” of a ring pass through the endpoint and intermediate ONS 15454s in a physically 
linear fashion, as shown in the figure.  A collapsed ring provides some measure of path 
diversity because the ring can self-heal in the case of ONS 15454 equipment failures.   
However, because all 4 fiber strands required to implement the collapsed ring are running 
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along the highways in the same conduit, any type of accident that could damage the 
conduit and cut the strands represents a single point of failure.   

ATM switches (Cisco Catalyst 8540 series) are/will be installed at each District and are 
connected into the OC-48 ring over an OC-12.  The DOTD Enterprise Network is hosted 
over an OC-3 connection between the ATM switch and the existing Cisco 550025 
switches at each District.  This is where the ramifications of the SONET protected mode 
come into play.  Because each ATM switch is being connected at OC-12, only 4 switches 
can be connected to each ring. 

Currently, Districts 07, 61, and 62 have the necessary fiber connectivity for the OC-12 
connection.  Three T1 circuits (2 for data, 1 for voice) have been leased to provide 
connectivity to District 03 in Lafayette until DOTD can reach an agreement to obtain 
fiber.  These circuits were operational by the beginning of May 2002.  The ATM switch 
intended for District 03 is installed in the Scott regeneration station.  Connectivity to 
DOTD HQ is provided via a 28 T1 capacity microwave link to District 61. 

Connectivity to District 02 in Bridge City also is currently provided using the DOTD 
microwave system.  Twelve microwave T1 circuits connect LaPlace to District 02.   The 
ATM switch for the New Orleans TMC is currently located at the LaPlace scale facility.  
It will eventually be moved to the Old Troop B site microwave communications support 
building when the fiber build-out to that site is completed.  

DOTD Enterprise Network data communications were transitioned to the completed 
portion of the fiber backbone in December 2001.  The frame relay network serving the 
affected sites has been retained to provide automatic fail-over communications 
redundancy.  The fail-over function was successfully tested prior to transition.  The frame 
relay network continues as the backbone communications link to the northern districts.  
Figure 2-9 illustrates the current fiber/frame relay hybrid state of the DOTD Enterprise 
backbone.  
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25 Information concerning the Catalyst 5000 family of products can be found at 
http://www.cisco.com/warp/public/cc/pd/si/casi/ca5000/index.shtml 
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Figure 2-9  Current DOTD Enterprise Backbone 

Figure 2-10 illustrates the planned eventual implementation of the fiber backbone in the 
south.  The figure reflects the following changes: 

The fiber build-out to the Old Troop B microwave communications building in 
Metarie is complete.  The East SONET ring now extends to Metarie and ATM switch 
has been moved from LaPlace to Old Troop B. 

• 

• 

• 
• 

The proposed OC-3 microwave link upgrade between Old Troop B and District 02 is 
in place. 
The Baton Rouge SONET ring has been implemented. 
A fiber link to District 03 in Lafayette has been obtained.  The ATM switch has been 
moved from the Scott regen station to the District 03 facility. 
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Louisiana Statewide ITS Implementation & Telecommunications Plan 

 

2.5 Microwave 

2.5.1 Current Configuration 

As shown in Figure 2-11, the DOTD microwave system radiates out in three legs from 
the microwave tower at DOTD HQ in Baton Rouge.  The northern leg extends north and 
west to reach Districts 04, 05, 08, and 58.  The western leg connects Districts 03 and 07 
to DOTD HQ.  This leg also hosts a drop to LSP Troop I in Lafayette.  The eastern leg 
provides connectivity to Districts 02, 61, and 62, as well as the CCCD in New Orleans, 
Troop B in Kenner, Troop L in Covington, and the Old Troop B site in Metarie.  
Currently decommissioned links to LOEP HQ in Baton Rouge and LANG facilities at the 
Hammond Airport and Jackson Barracks in Arabi also are present.   

There are two other links in the east that warrant further discussion.  The first is a link 
connecting District 02 to LSP Troop C and the Terrebonne Maintenance Unit in Houma.  
This segment was actually installed by LSP, with DOTD assuming the operational 
responsibilities.  The other is an orphaned link between District 02 and the former site of 
the Laplace Maintenance Unit.  When the shop was moved to its present location, the 
microwave link was not relocated with it.  The tower remains at the old site and the link 
remains operational, although there is no traffic. 

The northern and western legs are provisioned using analog transmitters operating in the 
licensed 6 GHz spectrum.  The maximum capacity is 600 channels, where each channel is 
a 4 kHz CCITT voice channel configurable from 300 to 19,200 baud.  Most of the 
equipment is from the Harris26 FAS family of microwave radio sets.  One link between 
Cypress Bayou and Harrisonburg uses a pair of Farinon radios.  The following capacities 
are available on each leg: 
• 
• 
• 

                                             

Baton Rouge to Lake Charles: 600 Channels 
Baton Rouge to Monroe  300 Channels 
Rayville to Bossier City  600 Channels 

Most of the eastern leg has been upgraded to digital communications, utilizing Harris 
DVM and DVT family radios transmitting in the licensed 6 GHz band.  The maximum 
capacity of the system is 28 T1s plus management overhead for a total of 45 Mbps.  The 
link to the old LaPlace Maintenance Unit was not included in the upgrade.  A 28 T-1 link 
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between DOTD HQ and District 61 has recently been installed, being reported as 
operational as of December 2001. This was accomplished by redeploying the equipment 
that served a link to the former LSP Troop A site on Airline Highway.  This link was 
abandoned when Troop A moved to the intersection of I-10 and Highland Road. The 
tower at the new facility was not designed to support a microwave antenna. 
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Figure 2-11  Current DOTD Microwave System 
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A map of the T1 circuit assignments is included in Appendix C.  This information is also 
documented in the Interim New Orleans Traffic Management System Plan.  The plan 
proposes the use of wireless communications (microwave or spread spectrum radio) to 
reach the Roadway Subsystem cameras and field devices.  These tail communications 
will be hubbed to DOTD microwave stations, where they will be uploaded for transport 
over the microwave system.  The plan requires the installation of additional M12 4-port 
T1 adapter cards to some of the radios to handle the increased capacity demand.  The 
plan also includes the proposed OC-3 upgrade between the Old Troop B site and District 
02 previously discussed in the DOTD fiber backbone section.   

The LSP link between District 02 and Houma is a 2 GHz, 48-channel analog system, 
filtered so that 12 channels are currently available.  Of these, 3 are in use carrying 
voice/phone lines.  There are no current plans either to upgrade or deactivate this link. 

At one time, nearly all DOTD District communications, both voice and data were 
provisioned over the microwave system.  As capacity demands grew, communications 
were transitioned to leased circuits, leading to the evolution of the frame-relay enterprise 
backbone.  Today the analog portion of the microwave is lightly utilized, basically 
carrying only the communications for the call box system.  There are also a few 
voice/phone circuits that are still active.  

DOTD has experienced few disruptions on account of stormy weather and low visibility 
conditions.  The system is tolerant of heavy rain and high wind conditions, except for 
hurricane force winds that can blow the dishes out of alignment (this happened to one 
link during Hurricane Andrew).  When the microwave system was first deployed, drop-
outs caused by atmospheric ducting were encountered.  Because microwaves tend to 
follow warm air bands, rising warm air caused by the burn-off of low-lying, morning fog 
would carry the microwave beams off-target from their receiving dishes.  Most of these 
problems have been resolved by readjusting the height of the dishes.  Given the low-lying 
topology and prevailing weather conditions in the Gulf Coast region, shooting low (just 
barely above the tree tops) works better than at higher altitude.  In other words, it is better 
to be in the fog than above it. 

2.5.2 Proposed OC-3 Upgrade 

2.5.2.1 Overview 

DOTD is currently considering upgrading the Baton Rouge to Monroe leg of the 
microwave system to provide a high bandwidth connection between the northern and 
southern fiber.  There are three very appealing aspects for LaTIS communications 
associated with this upgrade: 
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• 

• 

• 

                                             

It could provide interim north/south connectivity in the near term until thee I-49 fiber 
link is obtained. 
Once a fiber link is in place, the OC-3 microwave will provide physical path diversity 
for emergency fail-over communications.   
It will provide LaTIS connectivity for District 58 in Chase.   

A proposal has been received from Harris Corporation to replace the radios and retrofit 
the dishes on the existing microwave towers, providing a 155 Mbps OC-3 link between 
the towers at the District61/Section45 campus and District 05 in Monroe.  A 28-T1 leg to 
reach District 08 in Alexandria also is included.  The design is based on Harris’s 
MegaStar 155 and Constellation families of digital radios, operating in the licensed 6 
GHz frequency range.  Figure 2-12 illustrates the DOTD microwave system with the 
north/south OC-3 upgrade as proposed by Harris in place.  Please refer to the proposal 
document, Proposal NA-207297 Microwave Radio Upgrade for DOTD27, for the detailed 
design, equipment lists, and cost spreadsheets. 

2.5.2.2 Cost Comparison 

The total cost of the upgrade is projected at $2,159,360.  The upgrade reflects a 
straightforward retrofit to the existing microwave stations consisting of little more than a 
swap-out of the existing radio sets, channel banks, and the dishes.  The cost is minimized 
because no infrastructure alterations are required at the microwave tower sites to support 
the upgrade.  The proposal also includes training for up to 5 students at no additional 
charge on managing and maintaining the MegaStar and Constellation equipment.  It does 
not include sustaining engineering or maintenance support contracts. 

To try to assess whether the microwave upgrade makes economic sense for DOTD, a 
comparison with the cost of leasing an OC-3 connection is illustrative.  Table 2-10 
summarizes the cost of leasing two OC-3 circuits to make a connection between Districts 
05, 58, and 61, mirroring the path of the microwave links.  The costs are based on a 
permanent virtual circuit (PVC) provisioned for 135 Mbps variable bit rate (VBR) 
service.  Note that the circuit between Districts 05 and 58 is a local connection, whereas 
the circuit to District 61 is a long-distance connection.  BellSouth tariffs were used to 
calculate the circuit cost between District 05 and 58.  The cost for the circuit between 
Districts 58 and 61 is based on price quotes from AT&T.  The billing for the OC-3 
service applies a monthly fee to each endpoint of the circuit.  The monthly fee consists of 
access charges and the service charge (the table 2-10 reflects the combined cost).  The 
access charges are the reason for the cost differential in the circuit costs between Districts 
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58 and 61.  It would cost AT&T more to provision the circuit into District 58 because of 
the rural nature of the Chase region. 
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Figure 2-12  Microwave System with Proposed North/South OC-3 Upgrade 
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Table 2-10  Monthly Cost for Leased OC-3 Between Districts 05, 58, & 61 

Service Node Monthly Cost 

Intra-LATA DS-3 District 05 $14,290.00 

Intra-LATA DS-3 District 58 $14,290.00 

Inter-LATA DS-3  
(long-distance) District 58 $61,714.85 

Inter-LATA DS-3 District 61 $56,399.85 

Total Monthly Cost:  $146,694.70 

Total Annual Cost:  $1,760,336.40 

        LATA:  Local Access and Transport Area 

 

Table 2-11 compares the cumulative leased costs of the OC-3 circuits against the cost of 
the microwave upgrade and it’s annual maintenance.  The maintenance cost is based on 
historical DOTD microwave annual maintenance costs of approximately 12% of the 
initial investment cost.  As shown in the table, the combined costs for leasing OC-3 
services exceed the cost of the microwave upgrade in less than two years.   

Table 2-11  Microwave Upgrade Cost vs. Cumulative Leasing Costs 

Cost Element Year 1 Year 2 Year 3 Year 4 

 Microwave Purchase + Maintenance  $  2,418,483.20  $  2,677,606.40  $  2,936,729.60   $  3,195,852.80 

 Cumulative Leased OC-3  $  1,760,336.40  $  3,520,672.80  $  5,281,009.20   $  7,041,345.60 

2.5.3 ITS Support Opportunities 

The example in the previous section points out that the microwave system infrastructure 
itself (the communications support buildings and the towers) is a very valuable asset.  
Opportunities to use the system to facilitate ITS device and data communications should 
be evaluated along with leased service and fiber optic options.  Wireless communications 
to field devices can be an attractive alternative when coupled with an existing 
infrastructure providing long-haul trunking to TMC and District office locations.  
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Particularly in remote regions, using wireless technology should be given serious 
consideration for the following reasons: 
• 

• 

                                             

The nearest Telco point-of-presence (POP) or central office may be quite distant from 
the field device site.  Provisioning a circuit to the site may incur an expensive 
connection fee.   
Prevailing local rates may be higher than in urban regions due to lack of competitive 
service providers.   

A completely wireless solution is being proposed in the New Orleans Interim Traffic 
Management System plan.  Existing microwave towers in the metropolitan New Orleans 
region are used as hub points for wireless communications to the roadside cameras and 
field devices.  At the towers, the various camera and device data streams are muxed into 
the microwave signal for transport to the TMC site.  In this, the digital portion of the 
microwave system, wireless communications to the cameras is viable because of the 
availability of T1 capacity circuits.  Compressed video signals of 1 Mbps to 1.5 Mbps are 
capable of meeting the high quality video viewing requirement for the TMCs. 

It is also technically feasible to use the analog microwave system segments in the same 
manner.  From a capacity standpoint, the most practical use would be communications to 
the low-speed field devices.  The theoretical maximum capacity of the analog segments is 
approximately 11.5 Mbps (600 channels all configured for 19.2 kbps).  While analog 
baseband modems could be employed to carry a compressed 1 Mpbs video, only a very 
small number of cameras could be accommodated.  On the other hand, hundreds of low-
speed devices, each of which requires only a single channel, could be serviced.   

Use of the analog microwave is proposed in the Fog Project Phase 2 Plan to communicate 
with devices in the Lafayette region.  Spread spectrum radios will hub RVDs and VSLSs 
to the Butte LaRose microwave tower, where they will be interfaced into the existing 
channel banks.  Feeds from the weather station and 2 cameras to be co-located at the 
tower will be direct wired into the communication building and interfaced into the 
channel banks.  A pair of 512 kbps analog baseband modems is proposed for the camera 
feeds.  The configuration is illustrated on Sheet 21 of Reduced Visibility Enhancement – 
Phase 2 Drawings28.  
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2.6 Facilities 

2.6.1 Baton Rouge ATM/EOC 

Figure 2-13 illustrates the current configuration of the LaTIS Communications Room 
(Rm. 199A) and the main ATM/EOC Communications Room (Rm. 174).  Room 174 
houses the main Telco (Telephone company) POP, or demarcation (demarc.), for 
communications into the ATM/EOC and the facility’s private branch exchange (PBX) 
equipment. 

There is sufficient unused space on the existing Telco POP board in Room 174 to 
accommodate additional circuits for cameras and ITS field device communications if 
leased services are employed for future Baton Rouge ATMS device sites.  The demarc 
for the 2 T1 circuits currently servicing the 8 existing Baton Rouge roadside cameras is 
mounted here.  If space becomes scarce, circuits could be provisioned directly into the 
LaTIS Room.  Plywood boards traditionally used for mounting Telco POP components 
are installed on 3 of the room’s walls. 

The fiber from the Enron regen station at District 61 enters the ATM/EOC through a 
conduit that opens into Room 174.  From there, it runs through another conduit towards 
Room 199A and under the raised flooring in Room 199A.  Both rooms have a 1-foot 
deep raised floor.  There also is ample space under the raised flooring to route cables 
from Room 199A into the main computer room, where the current MIST server and the 
equipment servicing Baton Rouge’s existing 8 roadside cameras are installed. 
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Figure 2-13  LaTIS (199A) and ATM/EOC (174) Communications Rooms   

The LaTIS Communications Room measures approximately 8 x 14 feet.  A single 6-foot 
open frame rack is currently installed with a 24-port patch panel that terminates the fiber 
run to District 61.  The fiber comes up through a hole cut in the floor under the existing 
rack.  Except for the termination into the patch panel, the cable is unsecured as it rises up 
from the floor.  The cable is exposed and at risk of accidentally being snagged by 
someone working in the room.  CSC recommends the cable be secured to the rack frame 
to reduce the risk of accidental damage and provide additional strain relief for the patch 
panel terminations.  Figures 2-14 and 2-15 illustrate pertinent details of the Main 
Communications Room and the LaTIS Room. 
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Figure 2-14  Main Communications Room (174) Details   

District 61 Fiber
Patch Panel

ST Connectors

Fiber Coming Up
Through Floor

Fiber In Interduct
Spooled Up

Under the Floor

Telco POP
Boards

House
Power

Ground
Bar

Fiber Coming Up
Through Floor

Figure 2-15  LaTIS Room (199A) Details   

The ATM/EOC has a facility uninterruptible power supply (UPS) system and an 
emergency generator system to protect the power supply for critical operations.  A color-
code is used to identify the outlets that are protected.  Gray outlets have UPS and 
generator support; red outlets have generator support only; and white outlets are 
unconditioned house power.  

Room 174 has a single, 120 VAC, dual National Electrical Manufacturers Association 
(NEMA) 5-20R receptacle outlet provisioned with UPS and generator support.  There 
also are 3 house power outlets.  The room would require power upgrades and additional 
racks to support the ONS 15454 and Catalyst 8540 ATM switch required for 
implementation of the Baton Rouge SONET ring, plus the LaTIS networking equipment.   
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With the power requirement of a Catalyst 8540 being as high as 14.6 amps, at least 1 
more 120VAC power circuit on the UPS/generator system will be needed to support 
added LaTIS networking equipment.  The most significant potential upgrade would be 
provisioning the 48 VDC power supply required for the ONS 15454. 

2.6.2 DOTD HQ 

The microwave communications building on the DOTD HQ campus is the hub point for 
the northern, eastern, and western legs of the microwave system.  Power for the facility is 
protected with a UPS and emergency backup generator system.  In addition to standard 
120/208/250 VAC power, both a 24VDC and 48VDC power distribution system are 
present.  For the most part, the analog microwave equipment uses the 24 VDC system 
and the digital microwave equipment uses the 48VDC system.  The load capacity for the 
48VDC system is 800 amps.  As of September 2001, the load on the 48 VDC system was 
approximately 55 amps.  The 48 VDC system has ample capacity to support an ONS 
15454 that would be needed here for the Baton Rouge SONET ring implementation.   

Campus multimode fiber connects the microwave building to the Headquarters building 
and the Permits building.  As is illustrated in Figure 2-16, two 24-strand cables run from 
the microwave communications building to the Headquarters building.  One cable goes to 
the second floor fan room; the other goes to the second floor demarcation (demarc) room.  
Half of he combined 48 strands are in use.  A 12-strand multimode cable runs to the 
Permits building, of which 2 strands are in use.  All of the strands are terminated into 
patch panels with ST connectors. 
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Figure 2-16  DOTD Headquarters Campus Fibers 

2.6.3 District 61/Section 45 

2.6.3.1 Campus Fiber 

The facilities at District 61 on Airline Highway were surveyed to gain an understanding 
of the environment the LaTIS Network would interface into the DOTD fiber backbone at 
ATM switch node sites (usually a district HQ).  The Traffic Services Division (Section 
45) complex on Tom Drive is adjacent to the District 61 grounds.  Basically, the two 
complexes form a joint campus.  In addition, the Baton Rouge Enron regen station is 
located adjacent to the District 61 headquarters building.  

Figure 2-17 illustrates current and planned campus cable plant resources available for the 
interconnection of the various District 61 and Section 45 buildings.  For the fiber optic 
cabling, the figure identifies the type, strand count, and connectors for each segment 
between the buildings.  Of particular note is the fiber between the Enron regen station, 
District 61 HQ, and the microwave communications building and the 100-pair copper 
cable that connects the District 61 communications room and the microwave building. 
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Until DOTD HQ is provided with fiber connectivity, the microwave link from District 61 
will be the critical connection for communications to the districts that are connected to 
the eastern and western SONET rings.  Therefore, the communications path between the 
Enron fiber POP (defined as the fiber patch panels in the regen station), District 61, and 
the microwave building is key.  At the time CSC surveyed the campus, the DOTD HQ to 
District 61 microwave link was not yet implemented.  None of the 12 fiber strands 
between the District 61 communications room and the microwave building were in use.  
To support the microwave link, 28 pairs from the 100-pair copper cable have been 
utilized to connect the District 61 ATM switch’s T1 circuit emulation ports to the 
microwave’s T1 circuit interfaces.   

2.6.3.2 Enron Regeneration Station 

Figure 2-18 provides high-level details of the Enron regeneration station located next to 
District 61.  This modular, prefabricated structure represents the typical construction of 
the Enron regeneration stations.  The facility has a back-up generator system.  Because 
the fiber backbone transmission equipment inside operates on 48-volt, DC power, it could 
not be determined if there was facility UPS.  DC equipment typically operates through a 
power distribution unit (PDU) that has its own battery packs, eliminating the need for a 
separate UPS.  

DOTD’s allocated 75 square foot space inside the building is representative of the 
conditions at the other Enron regeneration stations.  Three 7-foot, open-frame racks are 
installed to accommodate DOTD’s equipment.  The PDU for the ONS 15454(s) fully 
occupies one of the racks.  The environmental system appears to provide adequate 
temperature control and ventilation. 
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Figure 2-18  Enron POP at District 61/Section 45 Campus 

The Baton Rouge regeneration station is the hub for the DOTD SONET rings.  Two 
Cisco ONS 15454s are installed, one on the East Ring, the other on the West Ring. The 
OC-12 drop to the ATM switch in the District 61 communications room is made from the 
East Ring ONS.  Three fiber patch panels are present to service the following fiber links: 
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Interface/connection point to the resource-share fiber – 8 strands eastward, 8 strands 
westward. 

• 

• 
• 

24-strand single mode fiber run to the ATM/EOC on Harding Blvd.  
24-strand single mode fiber drop to the District 61 communications room. 

All three-patch panels have SC connectors. 

2.6.3.3 District 61 Communications Room 

Figure 2-19 shows details of the communications room in the District 61 headquarters 
building.  The pictures show the location of the Catalyst 8540 ATM switch, the patch 
panel for the fiber to the regen station, the facility’s PBX, the enterprise Catalyst 550 
switch, and the campus fiber patch panels.    

The equipment associated with the DOTD fiber backbone connection is mounted in two 
7-foot, open frame racks in the back of the room.  The enterprise networking equipment 
is mounted in a pair of racks towards the front of the room.  Space is available for a small 
number of additional racks.  

The entire District 61 facility is protected by an emergency backup generator system, 
housed in an adjacent small building.  The facility does not have a supplemental UPS 
system, so several stand alone UPSs are used in the room to protect the critical network 
equipment. A rack-mount UPS unit in the bottom of the rack is installed for the ATM 
switch.  It is likely additional power would have to be provisioned into the room to 
support the deployment of LaTIS networking equipment.  All outlets that were observed 
either had cords plugged into all the receptacles, or were powering enough equipment to 
have the circuit near capacity.  All observed outlets were standard 120 VAC power.  

Cooling for the room is provided with a window-mounted air conditioning unit, visible in 
the figure.  The cooling capacity of the air conditioner will have to be assessed as LaTIS 
is implemented, as the additional equipment will increase the amount of heat generated. 
Furthermore, it must be confirmed that all equipment and the AC unit are on generator-
powered outlets. 
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2.7 Architecture and Design 

2.7.1 Architecture 

Meaningful telecommunications cost comparisons are not possible without an underlying 
network model to provide a fixed baseline from which a detailed design is developed.  
Therefore, developing an architectural model for the LaTIS network is a crucial step in 
the process.  Once the architecture has been defined, various implementation alternatives 
can be developed and used as the basis for the telecommunications cost comparisons. 

2.7.2 Decentralized Approach 

In terms of telecommunications costs, the most economical way to deploy a network is to 
employ a decentralized, hubbed architecture.  In this approach, backbone nodes are inter-
connected via high bandwidth communications links, while lower bandwidth links out to 
the tails are hubbed into the nearest backbone node.  This concept is illustrated in Figure 
2-20, within the context of an ITS network.  
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Figure 2-20  Decentralized Network Example 

The decentralized approach reduces telecommunications costs by limiting the number of 
high capacity bandwidth (and consequently higher cost) links required and provides the 
opportunity to size each tail link on an individual basis to avoid paying for excess 
capacity.  Hubbing the tails into the closest backbone node also limits costs by reducing 
the distances to reach them.  Generally speaking, the longer the distance a 
telecommunications link covers, the higher its cost becomes.   

Some specific examples of how a decentralized architecture reduces telecommunications 
costs include: 

• Where fiber is utilized, minimizes the total mileage, hence, initial construction 
cost.   

• Reduces fiber optic transmission equipment costs in two respects: 

• The number of long-distance connections that may require intermediate repeater 
stations is minimized. 

• The tail connections can be serviced with fiber transmission equipment 
designed/configured for short-haul distances.  Long-haul equipment typically costs 
more because it requires more powerful laser light sources.   
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• Reduces distance-based charges for leased telecommunications services.  

Typically, DDS and full/fractional T1 circuits are mileage based, i.e., the longer 
the distance, the higher the monthly cost. Tariff information obtained from 
BellSouth confirms that these services in Louisiana are priced similarly.   

• There are also hidden distance considerations for other services that are not 
specifically mileage-based.   For example, ISDN services typically incur an added 
per minute connection cost for foreign exchange calls. 

• For leased communications, minimizes the number of long distance circuits. 

Another appealing aspect of this approach is that it is scalable.  The core network 
capabilities can be initially deployed between a small number of network nodes, with 
additional nodes phased-in over the course of time.  This is well suited to the gradual 
deployment of large-scale networks. 

2.7.3 Architectural Model 

Figure 2-21 illustrates the decentralized architecture for the statewide LaTIS network that 
will be used as the baseline model for estimating telecommunications costs.  The figure 
shows a high-level representation of a full statewide build-out and is intended to illustrate 
the network topology only.  No attempt is made at this point to identify specific 
communications links between any of the facilities or ITS devices (this will be done in 
subsequent sections). 

As shown in the figure, the DOTD District Headquarters are designated as the nominal 
backbone nodes.  From an actual implementation viewpoint, it is recognized that it may 
be more logical to establish the backbone node at a different facility depending on local 
circumstances.  Each District is served by at least 2 backbone links, providing 
communications redundancy and path diversity as mandated in the requirements.  The 
use of the backbone nodes as hubs for the tails (to other DOTD facilities, TMCs, ITS 
devices, partner agencies, etc) is clearly demonstrated.  Louisiana’s 4 Local Access and 
Transport Areas (LATAs) are also depicted to illustrate how the hubbed approach would 
limit the need for long-distance services if leased communications are to be utilized.  
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Figure 2-21  Decentralized LaTIS Network Model 

Now that the basic architecture has been introduced, it is time to develop alternatives that 
extend it into a sufficiently detailed design to develop accurate estimates for LaTIS life-
cycle telecommunications costs.   
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2.8 Alternatives 
The major alternative warranting consideration is the video transport technology that will 
be utilized for managing the CCTV images and controlling the cameras.  Since the 
CHART, ATM-based circuit switching application was developed; products based on 
Ethernet networking with IP routing and multicasting to manage video have become 
widely available.  Initially developed to support teleconferencing and used in that arena 
for some time, the technology has now been applied to products for CCTV video 
surveillance.  Because it is the emerging direction for digital and compressed video 
transport, the suitability of using IP video for LaTIS should be evaluated.  The choice of 
video technology has significant impacts on the network design, provisioning, and 
equipment needs. 

The decision to utilize the existing DOTD fiber backbone resources in large measure 
defines the core networking technologies employed for the LaTIS network.  With the 
fiber backbone providing the principal wide-area connectivity, communications 
alternatives become more a matter of evaluating the need for redundant links and 
choosing the type of service to provide them.  The significant communications 
alternatives are addressed in the context of connectivity options presented in Section 
2.8.2 as part of the proposed phased build-out for the LaTIS Architecture.  

2.8.1 Video Technology Overview 

This section discusses the differences between the new IP-based video products and the 
CHART-based ATM circuit switching approach.  It includes an evaluation of the 
suitability of the IP video technology for use with LaTIS.  The chosen video transport and 
management technology is the most important factor affecting the network design.   

CCTV traffic may be transported over network infrastructures utilizing various digitizing 
(encoding/decoding) technologies.  Each digitizing technology has its own design, 
operational, and maintenance considerations.  The following sections provide a brief 
technology overview as well as high-level comparison of circuit-based (Time Division 
Multiplexing [TDM]) and IP-based (packet) digitized video traffic.  These sections also 
provide information regarding recent lab tests and architectural guidelines for IP Video 
deployments as well as discussing the current CHART video architecture. 

Circuit- and IP-based digitized videos are common technologies utilized to enable CCTV 
video traffic to be transported over networking infrastructures.  The benefit of using 
digitized video is that it provides an efficient mechanism for the aggregation and 
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distribution of video traffic.  Depending on the type of networking infrastructure 
implemented, digitized video can often be transported over existing networks.  The 
transportation of digitized video traffic over existing infrastructures supports many 
organizations’ desire to consolidate the separate telecommunications typically necessary 
to transport voice, video, and data traffic onto a single telecommunications infrastructure.  
The following sections provide a brief technology overview of circuit and IP based 
digital video solutions.  

2.8.1.1 Circuit-Based Switching 

Circuit-based video encoding digitizes the CCTV video streams into specific time slots 
(via TDM) to prepare video traffic for transport across the network.  The number of time 
slots dedicated for each video stream determines the bandwidth of the video stream to be 
transported.  For example, a DS1 circuit supports 24 time slots (US) at 64 Kbps each.  
Consequently, if six time slots have been allocated for each video image, the bandwidth 
for each digitized video stream would be 384 Kbps. 

In order to transport the circuit-based video streams across a networking infrastructure, 
the infrastructure must contain the necessary awareness, technologies, and control 
mechanisms to ensure the integrity of the TDM-based traffic.  TDM-based traffic 
requires strict timing control with minimum loss and delay.  For this reason, ATM29 is 
often utilized to transport the TDM-based traffic.   

ATM provides the necessary awareness (adaptation interface) of TDM traffic through the 
use of circuit emulation. Circuit emulation provides the necessary adaptation mechanism 
to translate the TDM-based video streams to ATM cells.  Once the video streams have 
been translated to cells, ATM provides an effective infrastructure to switch, as well as 
multicast (efficiently delivering information to multiple recipients), the video streams 
across the network.   

To ensure the integrity of the TDM-based streams while being transported across the 
network, ATM contains several configurable components.  For timing, ATM can be 
configured to reference a specific clocking source.  To ensure necessary bandwidth is 
always available with minimum delay, ATM supports “strict” quality-of-service through 
the use of CAC (Connection Admission Control) mechanisms. 

As with any solution there are several pros and cons associated with the use of circuit-
based digitized video.   
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The pros of circuit-switched video are: 

• Field proven solution 

• Reliable and predicable performance 

Field proven solution – Circuit-based video solutions have been the architecture 
typically utilized to support the transport and distribution of video images.   

Reliable and predicable performance – Since circuit based solutions typically rely on 
TDM technologies for transport, reliability and reducibility is inherent with the 
architecture.  

The cons associated with circuit-switched video are: 

• Does not scale well in native format 

• Dependent on data link layer (International Organization for Standardization 
[ISO]30 Open Systems Interconnection [OSI] Reference Model Layer 2) 

• Requires adaptation to another technology (ATM) to provide scalable deployment 

• Limited flexibility 

• Bandwidth is based on time slots, time slots at encoder side must match time slots 
at decoder side 

Does not scale well in native format – Since circuit-based video solutions are based on 
a TDM architecture, bandwidth is allocated in a static manner.  Consequently, bandwidth 
is allocated for video traffic regardless of whether video traffic is being sent or not.   

Dependent on data link layer (Layer 2) – Since circuit based video is a “Layer 2” (ISO 
OSI Reference Model Layer 2) technology, traffic is heavily dependent on the technology 
chosen for the Layer 2 transport.  Consequently, only SONET- and ATM-based 
technologies are typically used to support circuit-based video traffic.  Since packet- (IP) 
based video is a “Layer 3” technology, packet-based video is not directly dependent on 
the Layer 2 protocol. 

Requires adaptation to another technology (ATM) to provide scalable deployment  - 
TDM-based solutions are provisioned statically and thus do not efficiently utilize the 
available bandwidth.  ATM, which is based on statistical TDM, provides a more efficient 
architecture for transporting circuit-based video traffic.   
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Limited flexibility – Since circuit-based video is dependent on the technology chosen for 
Layer 2 transport, engineers and network designers are limited in the number of potential 
technologies that could be used to provide the transport. 

Bandwidth provisioning based on time slots is static - Because circuit-based video 
traffic is based on TDM technologies, resources must be statically and consistently 
provisioned throughout the network.  In other words, if video traffic is being brought in at 
1 Mbps, all circuits and paths between the origination and destination points must be 
configured to support that bandwidth value.  In order to alter the bandwidth of a single 
video feed all circuits, paths, and equipment would have to be reprovisioned. 

2.8.1.2 Packet-Based Switching 

Packet-based video encoding digitizes the CCTV video streams into IP packets to prepare 
video traffic for transport across the network.  Depending on the selected compression 
standard (e.g., MPEG 131, MPEG 232, etc), video encoders may digitize video traffic 
anywhere from 384 Kbps up to 12 Mbps. 

While IP packet-based video streams may be transported over most data link (Layer 2) 
infrastructures (i.e., Ethernet), the network must contain the necessary mechanisms to 
ensure the integrity of the IP video traffic.  Similar to TDM based traffic, IP packet based 
video traffic requires an infrastructure supporting minimum loss and delay.  For this 
reason, IP packet based video traffic is typically transported over network infrastructures 
offering minimum bandwidth congestion and support for differentiated priority services.   

Policy-based queuing is commonly used to differentiate network traffic.  Policy based 
queuing allows video traffic to be identified, whether by source / destination IP address, 
User Datagram Protocol (UDP) port, etc. and assigned to a specific queue.  The queues, 
which have different levels of priority in relation to one another, are configured with 
various parameters to ensure the video traffic is handled properly.   

Currently, most IP-based prioritization methodologies work on a hop-by-hop basis.  
Upcoming standards enable resources (bandwidth) to be reserved end to end across the 
network.  It is important to remember that queuing only comes into play when contention 
is present on a link or interface, otherwise packets are typically serviced utilizing FIFO 
(First In, First Out).  
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As with the circuit-based approach, there are several pros and cons with IP packet-based 
digitized video.   

The pros of IP packet-based video are: 

• Independent of Data Link layer (Layer 2) 

• Based on worldwide standard for internetworking (IP) 

• Flexibility/Scalability 

• Quickly becoming the new standard33  

Independent of Data Link layer (Layer 2) – Since packet-based video operates at the 
network layer (ISO OSI Reference Model Layer 3) it is not directly concerned with the 
technology providing the Layer 2 transport.  For this reason, packet-based video traffic 
can be implemented over a wider variety of networking infrastructures (assuming the 
network provides minimum congestion and packet loss) than circuit-switched video. 

Based on worldwide standard for internetworking (IP) – IP is the standard for 
internetworking networks.  Consequently, most networks provide the basic mechanisms 
to support the transport of packet-based video traffic. 

Flexibility/Scalability – Packet-based video operates at the network layer.  Therefore, 
bandwidth for packet-based video streams can be provisioned independently and 
dynamically from the data link layer, as long as it does not exceed the network bandwidth 
defined at the data link layer. 

Quickly becoming the new standard – Due to advances in traffic prioritization 
mechanisms and the fact that most services are being migrated to operate over IP, packet-
based video solutions are quickly becoming the new standard for video deployment 
projects.  

The cons of IP packet-based video include: 

• Ease of implementation often leads to hastily planned implementation  

• Class of Service (COS)/QOS standards are new still relatively new 

Ease of implementation often leads to hastily planned implementation – Due to the 
easy manner in which packet-based video can be deployed on most existing 
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infrastructures, many projects fail to deliver the expected level of video quality.  This is 
primarily due to poor project planning and engineering.   

Packet-based COS/QOS standards are still relatively new – While several 
technologies exist to provide policy-based routing and differentiated services, these 
technologies are still relatively new compared to technologies utilized for circuit-based 
solutions.  

2.8.1.3 High Level Comparison 

The following section will provide a high level comparison between circuit-based and 
packet-based video transport technologies.  Features to be covered in the comparison 
include: 

• Basic deployment considerations (data link considerations) 

• Advanced deployment considerations (QOS considerations)  

• Mechanisms to provide scalable distribution of video (switching / routing / 
multicasting) 

• OAM&P – (Operations, Administration, Maintenance and Provisioning)   

Basic Deployment Considerations - for the most part, circuit-based video is limited to 
network infrastructures utilizing specific data link transport technologies (channelized 
DS1/DS3, SONET, ATM, etc.) while IP packet-based video may be transported over any 
infrastructure supporting IP. 

Advanced Deployment Considerations – both circuit-based and IP-based video require 
networks offering minimum loss and delay.  Bandwidth allocation is fixed with TDM 
based technologies (channelized DS1/DS3 and SONET).  ATM utilizes statistical TDM 
with provisions such as CAC to ensure resources are properly reserved.  IP utilizes 
technologies such as policy-based queuing and differentiated services to ensure packets 
are routed and forwarded with minimal delay. 

Mechanisms to provide scalable distribution of video – For circuit-based video traffic, 
only ATM offers the ability to multicast video streams efficiently.  For IP packet based 
video traffic, several industry standard technologies are available to support the 
multicasting of IP packet based video.  Those technologies include PIM34 (Protocol 
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Independent Multicasting), DVMRP35 (Distance Vector Multicast Routing Protocol), and 
IGMP36 (Internet Group Management Protocol).  PIM, which is the most commonly 
utilized protocol for IP multicasting, requires the network to use OSPF37 (Open Shortest 
Path First) for IP routing.  Consequently, OSPF must be present to support PIM-based IP 
multicast routing. 

OAM&P – (Operations, Administration, Maintenance and Provisioning) – Since 
circuit-based video encoding is based on specific time slots, the entire network (end to 
end) must be configured (hard set) to support the encoded bandwidth rate.  This presents 
a manageability issue in large-scale deployments when there is a need to adjust the 
bandwidth of a particular video stream.  With IP packet-based video, the administrator 
needs to only ensure that there is sufficient bandwidth available between the origination 
and destination points of the video stream.  In addition, since Ethernet is the defacto 
standard for LAN internetworking, circuit-based solutions typically do not support video 
to the desktop while IP-based solutions do (without the addition of additional interfaces 
to the desktop machine or wire plant infrastructure).   

In addition, with circuit-based solutions, the logical (data link layer) architecture of the 
network is changed every time a circuit or connection is established.  This requires a 
separate server based application to be developed to keep track of the connections that 
have been established and terminated, as well as the detailed configuration information 
required to facilitate those connections.  Note that occasionally, due to temporary 
network or equipment problems, the application’s records of the configuration can 
become out of synchronization with the actual configuration.  Re-establishing this 
synchronization can be an onerous process. 

With an IP packet-based solution, the logical design of the network is not affected by IP 
multicasting.  The advertising, routing, requesting, delivery, maintenance, and 
termination of IP multicast traffic connections is handled within the IP routing (PIM) and 
switching (IGMP) equipment.  Since the intelligence behind the multicasting is handled 
at the IP layer, the role of the application server is somewhat less complicated.  The 
server only needs to be aware of the association of the multicast addresses of the 
encoders to camera sites as well as the association of IP addresses of the decoders to 
monitors. 
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Both circuit based and IP packet based solutions require well-trained network 
administrators to support the network supporting the traffic.  The primary difference is 
with circuit-based technologies; the network administrators are forced to maintain several 
different networking technologies (TDM technologies on the video edge equipment, 
Ethernet on the edge for typical LAN traffic, and ATM at the core to support video 
equipment and IP based equipment to support data traffic).  For IP packet based video 
solutions, network administrators are able utilize IP for end-to-end connectivity.  This can 
allow for a single infrastructure/control plan (IP) to support all network traffic.    

2.8.1.4 Architectural Guidelines for Circuit-Switched Video (the CHART 
Model) 

Figure 2-22 provides a high-level diagram of the CHART 2 video and camera control 
subsystem as implemented in Maryland.  There are 2 interface points (denoted by the 
large arrows in the Figure) into the CHART 2 system associated with a camera site:  the 
NTSC video from the camera, and the camera control data stream (RS-422 serial in this 
example).  The National Television System Committee (NTSC) video signal from the 
camera is passed to a video encoder where it is digitized and compressed to 384 Kbps 
(corresponding to up to 15 frames per second [fps]).  From there, it is forwarded to a 
high-speed data module in a T1 multiplexer (mux).  The RS-422 vendor-specific camera 
control signal is connected to a low-speed data module in the T1 mux.  The T1 mux 
combines these inputs (multiplexes them) for transmission over a single T1 circuit.  Six, 
64 Kbps DS0 channels are required to transport the 384 Kbps video, while one 64 Kbps 
DS0 channel is used to transport the camera control signal.  Note that the figure shows a 
single camera.  Up to 3 cameras can be serviced over a single T1. 

The T1 circuit is extended via wireless communications, fiber, or a LEC-provided 
communications circuit to an ATM switch located at a remote facility.  The equipment 
responsible for extending the circuit is not depicted in Figure 2-22 (e.g., fiber 
multiplexers).  It is important to note that the interface to the multiplexer and the ATM 
switch must be a T1, regardless of the equipment utilized to extend the circuit.   

In the local facility, the video and control signals are separated by essentially reversing 
the method used to multiplex them together at the device site: a copper T1 cable from the 
ATM switch to a T1 multiplexer, which is connected to a video decoder and a serial port 
concentrator attached to the CHART 2 communications server. The decoder converts the 
384 Kbps compressed video back to 15 fps NTSC video for presentation on a video 
monitor. 

For simplicity’s sake, only a single camera is depicted on Figure 4.22.  The equipment, 
other than the ATM switch, is replicated to accommodate additional cameras.  Ethernet 
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communications between the CHART 2 communications server and the ATM switch 
control which camera’s video and control signals are presented at the ATM/EOC.   

For a more complete discussion of the CHART architecture, please refer to CHART 2 ITS 
Device Interface Description .38 
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Compressed

Video
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ATM Sw itch
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RS-422/232 Converter
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Full Motion Analog
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ATM Node Connection
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CCTV
Field
Site

Video Decoder

Video Encoder

Ethernet

CHART WAN ATM
attached

Router

Switc
h

EthernetCHART Workstation

Ethernet

OC-3

Ethernet

Figure 2-22  CHART Circuit-based Switching Architecture 

2.8.1.5 Architectural Guidelines for IP Video  

Figure 2-23 provides a high-level diagram an IP video and control solution suggested for 
implementation in Louisiana.  As shown, the video encoder will serve two functions in 
this architecture:  that of camera controller and video encoder.  The encoded IP video will 
be transported using the communications technology available at that location back to the 
regional TMC (shown at the bottom of the figure). 
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At the regional TMC, the video is brought into a video switch, so it can be displayed 
locally at the best possible quality.  In addition to local viewing, the video will be also 
distributed out to remote LaTIS sites.  These sites will receive 384 Kbps compressed 
video, allowing up to 3 videos plus the LaTIS LAN connection to be delivered over a 
single T-1 circuit.  This scenario requires a bank of local encoders be utilized to encode 
the video for remote distribution. 

The figure also illustrates the flow of camera control streams across the network.  The 
camera control stream is also directed into the encoder and sent to the regional TMC.  At 
the TMC, a bank of serial communication ports will be available for performing camera 
control.  Each of these serial communication ports will be connected to one of the 
decoder serial ports.  Camera control streams are sent from server that performs camera 
control to one of the decoders is transmitted over the network to the encoder at the 
camera site, then to the camera controller.  The entity performing the camera control will 
need to correctly address the control port on the decoder separately from the video image 
on the decoder, and then arrange a connection between the decoder’s control port and the 
control port on the encoder.   
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Figure 2-23  IP Video Architecture 

2.8.1.6 IP Video Lab Evaluation 

To evaluate the feasibility of using IP video for LaTIS, CSC conducted lab evaluation 
testing of an IP video product.  An IP video test bed was set up and a test suite was 
performed to simulate video distribution over a wide area network.  The purpose of these 
tests was to provide a rapid assessment of the state of the technology, using readily 
available, representative components.  This testing was performed as a proof-of-concept 
and was not intended to determine the suitability of any specific equipment for inclusion 
in the LaTIS Network.  The 4 main goals of the lab evaluation was to investigate the 
following criteria: 

• Efficiency of IP Video Multicast 

• IP Video QOS Effectiveness 

• IP Multicast Design Issues 

• Interoperability  
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For the video test bed, a basic network infrastructure was configured and tested.  The 
infrastructure was comprised of five hardware based multilayer switches (Extreme39 
Switches).  The switches were configured in a hub and spoke architecture with Gigabit 
Ethernet links providing the uplinks between the switches.  The four perimeter switches 
were configured as edge equipment and the switch in the center was configured as the 
core switch.  IP video demonstration equipment from the iMPath Networks i-Volution 
4000 was obtained for the evaluation.  The test bed configuration is illustrated in Figure 
2-24. 

Figure 2-24  IP Video Testbed Configuration 

 

The summarized end results of the evaluation are listed below (a detailed account of the 
IP video evaluation testing and findings is included in Appendix G). 

• IP multicast for video distribution has mature sufficiently to attain the same level 
of efficiency as circuit-switched video for network-wide video distribution. 

• Assuming an effectively designed IP backbone is in place, the IP video technology 
has matured sufficiently to support QOS parameters. 

• IP multicast design considerations were investigated, lessons were learned, and 
preliminary recommendations were developed.  The details and recommendations 
from these investigations are discussed in Appendix G. 
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• Some initial interoperability testing was performed, verifying interoperability 

across multiple vendors’ network components.  However, CSC was unable to 
perform or verify interoperability between the IP video encoder/decoder products 
from different vendors (i.e., can vendor A’s decoder work with Vendor B’s 
decoder?).  Because this technology is relatively new, it was not possible to obtain 
an additional vendor’s demonstration equipment within the allotted timeframe for 
the evaluation.  

• Based on these findings, it was concluded that use of IP video for LaTIS is 
feasible. 

2.8.1.7 IP Video Market Survey Review 

As part of the IP video technology evaluation, a market survey to identify products that 
would be suitable for LaTIS use also was conducted.  Five products designed for CCTV 
surveillance were identified as candidates for roadside installations.  Product information 
was obtained through the vendor’s web sites; meetings, discussions, and e-mail 
exchanges with vendor representatives; and printed product literature through the postal 
mail.  Additional knowledge of the iMpath product was obtained through the use of their 
demonstration units for the IP video testbed.  The following table 2-12, show vendor 
products evaluated: 

Table 2-12 Vendor Products Evaluated 

VENDOR PRODUCT 

CoreTec Communications, LLC Development announced no name given 

iMPath Networks i-Volution 4000 

Mavix Ltd Media Racer 1000 and 4000 

Teleste Corporation Infinitus 

Vbrick Systems, Inc. Vbrick 1000 – 6000 family 

The summarized findings are presented in Table 2-13.  The products from iMPath, 
Mavix, and Vbrick were found to be the most mature and looked promising for roadside 
camera use.  The CoreTec and Teleste products, while advertised are still under 
development. 

For additional information, visit the following vendor web sites: 

CoreTec:   http://www.gocoretec.com/ 
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IMPath:  http://www.impathnetworks.com/ 

Mavix :  http://www.mavix.com 

Teleste:  http://www.teleste.com 

Vbrick:  http://www.vbrick.com 
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Table 2-13  IP Video Product Comparison 

Features CoreTec iMPath Mavix VBrick Teleste

 Product Line TBD i-Volution Media Racer 
1000/4000

VBrick 1000 - 6000 
Series Infinitus

 Production Status Announced - Nearing 
release of demo units 

Beta - Based on the 
Transporter multi-

channel analog video 
transmission system.

In Production In Production
Announced - basically 

an IP version of the    
ATM-based Infintus

 Targeted Application General Video 
Surveillance Traffic Surveillance. General Video 

Surveillance

Video conferencing, 
distribution, and 

surveillance.

General Video 
Surveillance

 Availibility Issues
Release of IP-based 
products projected  
March-June 2002.

 iMPath is recovering 
from recent financial 

trouble.  

Foreign producer new to 
North America.  Few US 

distributors.
None

Release of IP-based 
products likely 1-2 years 

away.

 Video Input NTSC NTSC/PAL NTSC/PAL NTSC/PAL NTSC/PAL

MPEG-2 MPEG-1 MPEG-1 MPEG-1 MPEG-2
 Compression Standards MPEG-2 H.263 MPEG-2

Windows Media
RS-232 RS-232 RS-232 RS-232 full

 Camera Control Data Protocols TBD RS-422 RS-485 RS-422 RS-422 full
RS-485 EIA-530/X.21 RS-485 full&half

 Network Interfaces TBD
10/100, Gb Ethernet, 

SDH/SONET, ATM, PRI, 
T1/E1

10/100 Ethernet, V.35, 
SDH/SONET, FDDI, 

ATM, T1/E1

10/100 Ethernet,      
ATM OC-3,            

Dual ATM OC-3
N/A

 Unicast TBD Yes TBD Yes N/A

 Multicast Yes No Yes Yes (both IP & ATM) N/A

 Native Control Software TBD Televue MayView VBAdmin N/A

 Host Operating System TBD MS Windows MS Windows MS Windows N/A

 API TBD Yes - An API for 
Televue is provided.

Yes - Mayview API allows 
development of both 

customized GUIs on top of 
Mayview and fully 

customized control apps. 

TBD N/A

 Environmental Hardening Yes Yes Optional No N/A

 Operating Temperature
TBD - Expected to be  

-20 to 70o C -20 to 70o C 0 to 40o C
0 to 70o C (MPEG1)     

0 to 55o C (MPEG2)     
N/A

 Evaluation

Complete product 
literature or demo 

units not yet available. 
Evaluation not 

possible.

Promising design that 
appears very versatile 
for ITS applications.

Mature product 
specifically designed 

for surveillance 
applications.

Mature product 
capable of supporting  

surveillance 
applications.

Product still under 
development.
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2.8.1.8 Video Technology Recommendation 

While the circuit switched video technology is field proven, CSC has concluded that the 
IP-based video solution will better satisfy LaTIS needs.  CSC bases this assessment on 
the following factors: 

• Lab Evaluation Testing verified that an IP video based solution is viable with 
currently available products. 

• CSC’s market research indicates that the available and foreseeable products will 
meet the LaTIS requirements.  Additionally, multi-vendor support as well as an 
acceptable level of vendor interoperability for networking equipment is available. 

• The flexibility and scalability features of IP video make it a more attractive long-
term solution.   

2.8.2 Phased Build-out Architectural Approach  

The implementation and deployment of the LaTIS network is envisioned to occur in a 
phased manner, reflecting the growth/availability of the DOTD fiber backbone and the 
implementation of the various planed regional ITS initiatives throughout the state.  For 
the purposes of this study, a 10-year life cycle is proposed where Phase1 (years 1-3) 
represents the near-term (years 1-3), Phase 2 (years 4-6) is the mid-term, and Phase 3 
(years 7-10) is the long term.  This section is placed here because alternative 
communications options for path redundancy are presented within the model’s phased 
deployment.  The objectives and the communications alternatives proposed for each 
phase are detailed in the following sections. 

2.8.2.1 Phase 1 – Southern Connectivity (Near Term) 

Phase 1 places its emphasis on implementing the LaTIS network in the southern part of 
the state where the DOTD fiber backbone is operational and ITS initiatives in Baton 
Rouge and New Orleans are targeted for deployment ahead of those planned for the rest 
of the state.  Figure 2-25 provides a representation of the network at the end of Phase 1.  
The objectives for this phase are: 

• Establish the LaTIS backbone between Districts 02, 03, 07, 61, and 62 

• Utilize leased DS-3 communications between Lake Charles, Lafayette, and Bridge 
City to provide path diversity. 

• Provide LaTIS connectivity to DOTD HQ 

• Provide LaTIS connectivity to Baton Rouge ATM/EOC and New Orleans TMC 
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• Provide LaTIS connectivity to the joint LOEP/LSP command center; LSP Region 

1; LSP Troops A, B, C, D, I, and L; and other partner agencies. 

• Provide LaTIS connectivity to the Project Engineer Offices in each District 

• Provide equipment/services allowing LaTIS Internet connectivity from Priority 1 
and 2 local OEPs 

• Integrate the Baton Rouge and New Orleans ATMSs into the LaTIS Network 

• Provide connectivity to initial deployment of field devices and cameras in Baton 
Rouge and New Orleans regions 

Note that leasing the DS-3 circuits is presented as a communications alternative to 
provide path diversity.  Within this context, deploying a node (implying installation of an 
ATM switch) at the Houma Sub-District Headquarters is proposed in this phase for the 
following reasons:  

• To take advantage of hubbed telecommunications savings to sites in the region. 

• A regional ATMS is planned for the Houma area, with a regional TMC to be built 
on the Sub-District HQ campus.  Houma will be considered a LaTIS principal 
node and an ATM switch would eventually be needed in the long term. 

• May eventually have fiber connectivity in the long term, after the upgrade of US 
90 into I-49 between Lafayette and New Orleans is complete.  If resource share 
fiber is obtained over this route, Houma is a potential regen site.   

This proposed phase also incorporates the following assumptions concerning the 
availability of DOTD fiber backbone resource availability.  At the end of this phase, the 
following elements are projected as being complete: 

• Extension of the Eastern SONET ring to the Old Troop B complex, and the OC-3 
upgrade of the microwave link to District 02  

• The DOTD fiber ring in Baton Rouge that will be built in conjunction with the 
Phase 1 and 2 deployments and the Sound Wall project. 

• Fiber connectivity to District 03 in Lafayette has been acquired. 
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2.8.2.2 Phase 2 – Establish North/South Connectivity (Mid-Term) 

Between the asset trading initiative DOTD is entertaining with SunAmerica and the 
continuing possibility that PrimeLink may complete their I-49 fiber, it appears DOTD 
will eventually obtain access to fiber that will enable connecting the existing southern 
and northern fiber segments.  The emphasis in Phase 2 is the completion of the statewide 
LaTIS backbone and integrating the ITS initiatives in Lafayette and Shreveport/Bossier.  
The objectives for this phase are: 

• Extend the LaTIS backbone to include Districts 04, 05, 08, and 58. 

• Provide a communications path between Baton Rouge, Chase, and Monroe to 
provide path diversity for the northern segment.  This may be accomplished 
through leased DS-3 services or upgrading the existing microwave system 
between these points to digital, OC-3. 

• Provide LaTIS connectivity to Lafayette TMC and Bossier/Shreveport TMC 

• Provide LaTIS connectivity to LSP Region 3; LSP Troops E, F, and G; and other 
partner agencies. 

• Provide LaTIS connectivity to the Project Engineer Offices in each District 

• Provide equipment/services allowing LaTIS Internet connectivity from Priority 3 
and 4 local OEPs 

• Integrate the Lafayette and Shreveport/Bossier ATMSs into the LaTIS Network 

• Integrate continuing build-out of field devices 

This architecture of this phase is based on the assumption that DOTD has obtained access 
to a north/south fiber link.  Two alternatives for providing corresponding north/south path 
diversity are considered.  Figure 2-26 illustrates leasing DS-3 services between Baton 
Rouge (District 61), Chase (District 58), and Monroe (District 5).  Figure 2-27 illustrates 
implementing the proposed OC-3 microwave upgrade between these points.   
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Figure 2-27  Phase 2 LaTIS Network with North/South Microwave 
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2.8.2.3 Phase 3 – Build-out to All Locations  (Long Term) 

The emphasis in Phase 3 is to continue the integration of regional ITS systems, field 
devices and cameras as they are installed and extend LaTIS connectivity to the remaining 
DOTD facilities and stakeholder sites not covered by the first 2 phases.  The full build-
out is depicted in Figure 2-29.  The objectives for this phase are: 

• Provide LaTIS internet/intranet access to Maintenance Units and other DOTD facilities 
that do not require live video 

• Provide equipment/services allowing LaTIS Internet connectivity from Priority 5 and 6 
local OEPs 

• Integrate additional ATMSs that may be deployed in the Houma, Alexandria, Hammond, 
Monroe, and Lake Charles areas.  At this time, it is assumed that the TMCs for these 
locales (except Houma) would be co-located in the corresponding DOTD District 
Headquarters. 

• Integrate final build-out of field devices 

This phase is based on the assumption that the LaTIS backbone deployment is completed 
and direct connectivity to stakeholder nodes has been accomplished.  Colloquially 
speaking, the main objective is “tying to loose ends”.  There are still ongoing device 
build-outs for the Baton Rouge, New Orleans, Lafayette, and Shreveport ATMS 
implementations, connectivity out to the low priority LaTIS sites needs completion, and 
additional ATMS projects may have been initiated.  Figure 2-28 and 2-29 respectively, 
illustrate Phase 3 without and with the north/south OC-3 microwave upgrade.   
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Figure 2-28  Phase 3 LaTIS Network with Leased Path Diversity 
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Figure 2-29  Phase 3 LaTIS Network with North/South Microwave Link 
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2.9 LaTIS Network Design 
The design for the LaTIS Network is presented in this section.  The design embodies the 
proposed architecture, incorporates the recommended IP Video technology for video 
distribution, and accommodates the envisioned phased build-out with its multiple diverse 
path alternatives.  Because of the prominent position of Cisco networking products used 
in the current DOTD network environment, Cisco products were chosen for the 
representative equipment utilized for this is design for interfacing with the DOTD fiber 
backbone.  DOTD has a considerable investment in Cisco products, and continued use of 
Cisco equipment would minimize interoperability, management, and maintenance issues. 

The LaTIS backbone will be implemented via the DOTD fiber backbone.  This section 
discusses how to implement the LaTIS Network backbone over the DOTD OC-48 
backbone by interfacing through the existing Catalyst 8540 ATM switches.  The addition 
of strategically placed leased services and/or microwave links to provide path diversity is 
recommended.  Because the use of IP video has been proposed, management of the IP 
address space is a critical design consideration for the LaTIS network. 

2.9.1 Common Transport Multi-service Network Architecture 
Overview 
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The key to the LaTIS Network design is the logical separation of IP networking 
infrastructures transported on the same physical medium.  The LaTIS and DOTD 
enterprise IP networks would consist of two totally separate logical networks, but each is 
riding on the same ATM/SONET/Ethernet infrastructure.  This is made possible by using 
the "datalink layer" separation capabilities of both ATM and Ethernet virtual LAN 
(VLAN) technology.  Both networks, LaTIS and DOTD Enterprise, will work 
independently of each other only to meet at a firewall located at DOTD headquarters.  
Figure 2-30 demonstrates this technology at a high-level.  The green circle (labeled 
“DOTD network Domain”) represents the DOTD-routed WAN infrastructure.  At no 
point in the SONET ATM network does this domain touch the yellow circle (labeled 
“ITS network Domain”) that represents the LaTIS-routed WAN infrastructure.  The white 
circle (labeled “Entity n network Domain”) can represent any agency (State or Parish)  
that wishes to use the SONET/ATM infrastructure to create another isolated WAN 
infrastructure for that agency.  This “Entity n” region demonstrates the extensibility of 
the LaTIS network design concept beyond that of the LaTIS network itself.  The design 
allows for any number of "Entity n" circles or "network" domains to exist on the 
ATM/SONET infrastructure.  "Entity n" could represent a common service net used by 
all agencies, a state agency’s WAN infrastructure, or a statewide Internet service offered 
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to all state agencies connected to it.  The number of "Entity n” network domains is 
dependent on the available ATM/Ethernet network resources.  The point is that the LaTIS 
network design could serve more than just the LaTIS network if desired.  This flexibility 
can be used for future growth and be an enabler for additional statewide resource sharing 
now and into the future. 

 

 
Figure 2-30  Common Transport Multi-service Network Architecture 

2.9.2 LaTIS WAN, ATM Topological Architecture 

The LaTIS network WAN design is based on the assumption that there are adequate 
ATM resources to build the LaTIS Network WAN infrastructure using ATM switched 
virtual circuits (SVCs) with available bit rate (ABR) QoS classification for all required 
District-to-District connections.  This assumption provides the "glue" between all 
locations in the ATM/SONET network that will support the LaTIS logical IP network.  
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SVCs will provide the data link transport between the various locations needed for the 
LaTIS Network.  Figure 2-31 shows the ATM SVCs that are needed between all LaTIS 
principle nodes.   

As stated in previous sections, physical path diversity cannot be achieved in every 
location due to the way the SONET network and fiber resources are constructed with 
collapsed rings.  To provide for logical path diversity, two SVCs need to be mapped to 
two other adjacent LaTIS backbone nodes.   

 

 
Figure 2-31  LaTIS WAN, ATM Topological Architecture 

Table 4-2 identifies the necessary SVCs and the required ABR contract needed on each 
one.  Each LaTIS backbone node will have an ATM-attached router with the exception of 
the node located at DOTD headquarters, which will be Fast Ethernet attached.  The SVCs 
listed in Table 2-11 will be terminated on the ATM interface on the router at the specified 
end points.  Required bandwidth specifications per video stream were obtained from the 
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requirements portion of the document.  All LaTIS routers will be capable of traffic 
shaping the data to insure that no cells are discarded.  Once terminated, the SVCs will 
provide point-to-point links to adjacent LaTIS principle nodes.  Upon the establishment 
of the SVCs, the IP network will be overlaid onto the ATM SVC network. 

Table 2-14  ATM SVCs Required for the LaTIS Network 

Link # Start Point End Point Minimum 
SPVC Size Phase 

1 District 07 Location DOTD HQ 33 Mbps 1 

2 District 07 Location District 03 Location 33 Mbps 1 

3 District 03 Location District 02 Location 33 Mbps 1 

4 District 02 Location Old Troop B Location 33 Mbps 1 

5 Old Troop B Location District 62 Location 33 Mbps 1 

6 District 62 Location District 61 Location 33 Mbps 1 

7 District 07 Location District 08 Location 33 Mbps 2 

8 District 08 Location District 04 Location 33 Mbps 2 

9 District 04 Location District 05 Location 33 Mbps 2 

10 District 05 Location District 58 Location 33 Mbps 2 

11 District 58 Location ATM/EOC 33 Mbps 2 

12 ATM/EOC District 61 33 Mbps 2 

13 District 61 Location DOTD HQ 33 Mbps 1 

14 District 03 Location Houma 33 Mbps 2 

15 Houma District 2 Location 33 Mbps 2 

Note 1:  Link number 3 is not needed if redundant path through Houma is implemented 
Note 2:  Cisco documentation records ATM bandwidth in kilocells/second (Kcps) 
              33 Mbps is equivalent to 623 Kcps 

The minimum bandwidth required on all of the links is determined with the following 
equation, which includes a 10% growth factor: 
T = Number of TMCs  = 9 
V = Number of Video Images coming out of each TMC = 7 

  PB Farradyne 
  CSC 

2-105



Louisiana Statewide ITS Implementation & Telecommunications Plan 

 
C = Compression Rate = 384 Kbps 
D = Device Data = 3 Mbps 
M = Management Traffic = 2Mbps 
[(T x V x C) + D + M] + .10 x [(T x V x C) + D + M] = Size of each SPVC = 33 Mbps 

2.9.3 LaTIS LAN, Local Switched Ethernet Networks 

Each ATM attachable router will have one Fast Ethernet interface that will attach to the 
Cisco Catalyst 5500 Switch located at each District headquarters.  The required Fast 
Ethernet interface should be capable of supporting IEEE 802.1q trunking.  If a switch is 
not present or incapable of supporting the needed task at a location, then a switch with 
comparable features and the capability of supporting IEEE 802.1q trunking and will be 
installed.  IEEE 802.1q trunking is required to allow for future expansion of the LAN IP 
network address space as discussed below.  A VLAN will be defined on the switch used 
for LaTIS, thus providing logical separation.  This VLAN will serve as the network 
aggregation point for all LaTIS devices connecting to the LaTIS principle node.  
Additional network devices used for connectivity to ITS devices can attach directly to the 
switch (Ethernet only) or to a provided interface (Serial) on the LaTIS router or 
communications server.  Figure 2-32 illustrates the interface of the LaTIS network to the 
DOTD fiber backbone at a backbone node.  All of the manageable devices that make up 
the LaTIS principle node can be managed using SNMP v2. 
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Figure 2-32  LaTIS Backbone Node 

2.9.4 LaTIS WAN and LAN IP Address Assignment and Routing 
Protocols 

Point-to-Point Link Address Space 

The links used for the LaTIS WAN infrastructure will consist of 14 point-to-point 
backbone links between the backbone nodes that correspond to the ATM SVC’s from 
Table 2-14 (Remember, link 3 from the table would not be needed if the path through 
Houma is implemented).  Each IP subnet used for a point-to-point link will be composed 
of an IP network using a 30 bit subnet mask (255.255.255.252).  It would be preferable to 
use a contiguous IP address block to allow for IP network summarization to be used.  The 
other point-to-point links to the tail nodes (i.e., District to Project Engineer Office, 
District to LSP Troop, etc…) will need a similar IP address subnet mask.  Non-backbone 
IP subnets should consist of a contiguous block of addresses that are summerized in 
relation to the District, that is, all of the address space used in a District (with the 
exception of the backbone point-to-point links) should be able to be summarized into one 
IP network.  For example, two point-to-point networks (170.16.25.4 and 170.16.25.8), 
each with a subnet mask of 255.255.255.252 could be summarized into one network 
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(172.16.25.0) with a subnet mask of 255.255.255.248.  Summarization is not absolutely 
necessary, but when implemented initially can make certain routing protocols run more 
efficiently, thereby making the overall network more manageable.  This is true of most 
link-state routing protocols. 

LAN Address Space 

In addition to the point-to-point IP subnets, LANs located at the LaTIS principal nodes, 
backbone nodes, and other LaTIS site nodes that are attached to the LaTIS Backbone 
nodes via point-to-point links (with the exception of adjacent backbone nodes) will need 
an IP address space able to support all the addressable devices attaching to the LaTIS 
infrastructure at that location.   All IP address space used for the LANs connected to a 
LaTIS backbone node should use space that is summerizable not only among the LANs 
themselves, but also summerizable with the point-to-point IP subnets connecting them to 
the LaTIS backbone node.  Figure 2-33 demonstrates the use of IP addressing at a LaTIS 
Backbone node. 

LoopBack Addresses 

Every router used in the LaTIS network will require a loopback interface with a 32-bit IP 
address assigned to it.  This address has two purposes:  1) to provide an IP address used 
for management of the router, and  2) to be used by the OSPF routing protocol as an ID 
for the router.  A loopback interface makes a good choice for an address used for router 
management because this interface is always in an “up” state.  A loopback address 
assigned to a router is always reachable as long as there is network connectivity to the 
router from one of its interfaces.   

Open Shortest Path First (OSPF) Routing Protocol 

A robust network cannot be built without standards, and this design for LaTIS is no 
exception.  Building a network on standards provides the ability to integrate equipment 
from various vendors without having to worry about compatibility issues.   

The recommended routing protocol for the LaTIS Network is OSPF.  OSPF is a 
standards-based, link-state routing protocol supported by all of the major network 
equipment manufactures.  OSPF uses a 2 layer hierarchical design.  Layer 1 is referred to 
as the “backbone” area or “area 0”.  Layer 2 represents the smaller areas “adjacent” to 
area 0.  This design helps minimize the network traffic generated by routing updates.  
Figure 2-34 illustrates the OSPF design for the LaTIS Network. 
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Figure 2-33  IP Addressing Example 
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Figure 2-34  LaTIS OSPF Routing Protocol Design 

2.9.5 LaTIS Node Configurations 

2.9.5.1 Node Access and Security 

In this design, user access control to all network devices (routers, switches, multiplexers, 
CSUs, etc.) will be controlled by Cisco Access Control Server (ACS).  This product will 
provide terminal access control and accounting services (TACACS) to all network 
devices residing on the LaTIS network.  This service allows individual user accounts to 
be created and grouped together, if necessary, to provide a granular approach to securing 
the devices.  A single user or group of users can be assigned privileges to certain devices 
if required.  For example, a particular group of users can be assigned access only to ATM 
switches and another group assigned access only to Ethernet switches.  ACS can provide 
TACACS services to all networking equipment whose vendors support the TACACS 
standard.  ACS uses, by default, a proprietary database for managing all user accounts.  If 

  PB Farradyne 
  CSC 

2-110



Louisiana Statewide ITS Implementation & Telecommunications Plan 

 
so desired, ACS can integrate with third-party databases and security products.  The 
Cisco ACS v3.0 requires a server running the Windows 2000 operating system with 256 
MB of RAM, a Pentium III Processor (500 Mhz or greater), 250 MB of free disk space, 
and be capable of supporting 800x600 graphics resolution. 

2.9.5.2 Backbone Nodes 

A LaTIS backbone node functions as the attachment point for the LaTIS network to the 
DOTD Statewide ATM/SONET infrastructure. The LaTIS network will consist of 13 
such nodes across the northern and southern regions of Louisiana. The nodes can be 
further grouped together based on common equipment found in each node.  Table 2-15 
lists the backbone node groupings. 

Table 2-15  LaTIS Backbone Node Groupings 

Node Group 

District 05 1 

District 08 1 

District 61 1 

District 02 1 

District 07 1 

District 04 1 

District 03 1 

District 58 1 

Houma 1 

ATM/EOC 2 

Old Troop B 2 

District 62 2 

DOTDHQ 3 
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Group 1 Equipment Classification 

The sites in this group represent the District Headquarters that have connectivity to the 
fiber backbone.  The configuration is illustrated in Figure 2-35.  They will have an ATM-
attached router that is linked to the Catalyst 8540 via an ATM OC-3 connection.  This 
connection should be able to utilize one of the existing OC-3 ATM ports on the Catalyst 
8540.  The OC-3 connection will provide the transport for the point-to-point links to the 
adjacent LaTIS backbone nodes.  The same router is also connected to the Catalyst 5500 
switch (assumed present at District locations) via a Fast Ethernet connection.  A VLAN 
defined on the Catalyst 5500 switch will serve as the Ethernet switch for the LaTIS 
devices at the site.  In most cases, the acquisition of an additional Ethernet port module is 
specified to ensure that there will be enough ports for LaTIS use.  The router will be 
attached to one of the ports assigned to the VLAN created above.  In addition to the OC-3 
and Fast Ethernet interfaces, the router will be equipped with an appropriate number of 
serial ports that are used to terminate the projected T-1 circuits serving remote LaTIS 
video sites.  These circuits will require terminating equipment in the form of T1 channel 
service unit/data service unit CSU/DSUs (T1 multiplexers would be required for circuit 
switching).  In most cases, using a modular CSU/DSU chassis is more cost-effective than 
using standalone units.  Table 2-16 lists the networking components making up the Group 
1 equipment classification. 
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Figure 2-35  LaTIS Backbone Node Design 

 
Table 2-16  Device List for Group 1 

Device Interfaces 

Cisco 7204VXR Router  Fast Ethernet, Serial (for terminating 
remote offices), ATM/OC-3 

Catalyst 5500 24 Port 10/100mb Fast 
Ethernet Module 

24 10/100mb Fast Ethernet Ports 

Kentrox Universal Shelf with plug-in  
CSU/DSU modules 

Quantity of CSU/DSU cards depends on 
number of remote offices.  Maximum 
capacity per shelf is 12 CSU/DSUs. 
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Group 2 Equipment Classification  

Group 2 sites represent those backbone nodes that also are standalone TMCs (or have co-
located TMCs servicing a large number of cameras).  The configuration is illustrated in 
Figure 2-36.  In the case of the Baton Rouge ATM/EOC and the Old Troop B site, it is 
assumed there will be no enterprise Catalyst 5500 type switch to interface with.  In the 
case of District 62, if the planned regional ITS is deployed (with up to 90 cameras 
projected), the number of cameras could overwhelm the existing Catalyst 5500.  
Therefore, these sites are assigned a Multi-Layer Catalyst 6506 switch.  This product can 
be configured to provide both routing and Ethernet switching.  It will be configured to 
provide an ATM/OC-3 connection to the Catalyst 8540, terminate the serial connections 
to remote LaTIS video sites, and Ethernet switch modules needed to service the IP video 
camera feeds and LaTIS workstations.  These nodes need a device capable of terminating 
a large number of Fast Ethernet connections needed to support the remote camera sites.  
As with Group 1, a modular CSU/DSU chassis is envisioned to service the T1 circuits to 
the remote LaTIS video sites.  Table 2-16 lists the networking equipment comprising the 
Group 2 equipment classification. 
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Figure 2-36  LaTIS Backbone Node at Standalone TMC 

Table 2-17  Device List for Group 2 

Device Interfaces 

Cisco Catalyst 6506  Fast Ethernet (Port density depends on 
number of camera sites), Serial (for 
terminating remote LaTIS video sites), 
short-reach ATM/OC-3 to connect to 
Catalyst 8540 

Kentrox Universal Shelf with 584 
CSU/DSU modules 

Quantity of CSU/DSU cards depends on 
number of remote offices.  Maximum 
capacity per shelf is 12 CSU/DSUs. 
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Group 3 Equipment Classification 

Group 3 can be viewed as a special circumstance, for it addresses the equipment needs of 
the LaTIS backbone node at DOTD Headquarters.  DOTD Headquarters is specified to 
receive 3 video feeds meaning, that from the ITS perspective, it is comparable to a 
remote video site.  However, this node’s most import LaTIS Network function is to 
provide the connectivity path to the DOTD Network Operations Center for the 
management of the LaTIS network. 

The configuration for DOTD Headquarters is illustrated in Figure 2-37.  A small LaTIS 
router will be attached to the existing Enterprise Catalyst 6509 switch via a Fast Ethernet 
connection.  There are two options for making the necessary LaTIS connection between 
the Catalyst 8540 in the microwave support building and the Catalyst 6509.  One is to 
utilize the existing OC-3 link for the Enterprise connection, subject to DOTD approval of 
this approach.  The other is to make a separate ATM/OC-3 connection for LaTIS.  If a 
spare port is not available on the 6509, an appropriate port module would have to be 
acquired.  For the costing in Section 5, it was assumed that connectivity over the current 
OC-3 link was allowable.   

The Catalyst 6509 switch will need to have three VLANS created.  Two of these will be 
mapped to the 2 SVCs going to the adjacent LaTIS backbone nodes.  The third SVC will 
be mapped to the local switch ports on the LaTIS router.  The port used for the Fast 
Ethernet connection between the LaTIS router and the 6509 must support 802.1q 
trunking and be configured to trunk all three VLANS specified above.  If the functional 
needs of the router change at this location, a larger router can be installed and be directly 
connected to the Catalyst 8540.  Table 2-18 lists the equipment used in this equipment 
group. 
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Figure 2-37  LaTIS Backbone Node at DOTD Headquarters 

 
Table 2-18  Device List for DOTD Headquarters (Group 3)  

Device Interfaces 

Cisco 2620 Router/Switch Serial, 16 Fast Ethernet Ports 

2.9.5.3 TMCs 

The TMC configurations can be classified into two types, standalone and co-located.  The 
co-located TMCs (proposed for Districts 05, 07, 08, and 62) are at sites that are directly 
located with a LaTIS backbone node.  These smaller integrated TMC sites can leverage 
the existing District Catalyst 5500 for remote video termination and LaTIS device 
connectivity.  The equipment required to support a small, co-located TMC site is actually 
the same as has already been presented in the backbone node Equipment Group 1 
discussion, with the possible exception of District 62, as previously discussed.  The 
configuration for a District Office with a co-located small TMC is shown in Figure 2-38. 
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Figure 2-38  Co-Located TMC at District Headquarters 

Standalone TMCs are proposed for the major metropolitan regions:  Baton Rouge, New 
Orleans, Shreveport/Bossier City and Lafayette.  Because of the number of cameras 
proposed for these regions, the TMCs need a device capable of terminating a large 
number of Fast Ethernet connections to support IP video distribution from the camera 
sites.  The Catalyst 6506 multi-layer switch with routing is recommended for these sites 
because it has ample backplane and physical capacity to support the required Fast 
Ethernet port densities to support the remote IP video and LaTIS devices at the TMC, 
plus provide room for additional growth.   

The ATM/EOC and New Orleans TMC have the advantage of being located at backbone 
node sites.  The configuration and equipment for these sites has already been presented in 
the Equipment Group 2 discussion.  The Lafayette and Shreveport regional TMCs are 
remotely located from the LaTIS backbone nodes located at Districts 03 and 04 
respectively.  The configuration for these sites is illustrated in Figure 2-28.  The 
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equipment required at these 2 TMCs is presented in Table 2-19.  The list is essentially the 
same as for the ATM/EOC and New Orleans except that the Cisco 6506 is outfitted with 
a long-reach OC-3 module and provisions are made to accommodate 2 additional T1 
circuits to provide a minimum capacity link between the TMC and District office for path 
diversity. 
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Figure 2-39  Standalone TMC Configuration for Lafayette and Shreveport 
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Table 2-19  Device List for Standalone TMC’s 

Device Interfaces 

Cisco Catalyst 6506  Fast Ethernet (Port density depends on 
number of camera sites), Serial (for 
terminating remote LaTIS video sites), 
long-reach ATM/OC-3 to connect to 
Catalyst 8540 at remote backbone node)

Kentrox Universal Shelf with plug-in 
CSU/DSU modules 

Quantity of CSU/DSU cards depends on 
number of remote offices plus 2 more 
for T1s for minimum path redundancy.  
Maximum capacity per shelf is 12 
CSU/DSUs. 

 

To support remote dial-in access, each TMC whether standalone or co-located), will also 
receive a Cisco 1760 router equipped with an 10/100mb Fast Ethernet port and 2 analog 
modem ports to provide connectivity for 1 or 2 concurrent users.  This capability will 
allow the users access to the local LAN at the TMC.  Users can use this access to 
troubleshoot LaTIS network or application problems, which may arise under normal 
operating conditions.  The Cisco ACS server previously discussed in Section 2.9.5.1 will 
provide authentication for the dial-in access.  The Cisco 1760 and the ACS server also 
would be utilized for a circuit-switched video based design. 

2.9.5.4 Other LaTIS Video Sites 

In this design, the LaTIS remote video sites are attached to their corresponding backbone 
node using a clear channel T1.  This T1 may be provided via a leased circuit, or a 
wireless or fiber optic link providing T1/DS1 signaling.  Located at each video site will 
be a small router with an integrated 16-port 10/100mbs Fast Ethernet switch.  The router 
will have a serial interface to connect to a standalone CSU/DSU servicing the T1 
connection.  While there are routers that have integrated CSU/DSUs, CSC prefers the use 
of standalone CSU/DSUs because they typically have greater self diagnostic capabilities 
Figure 2-40 illustrates the configuration of a LaTIS remote site and Table 2-20 lists the 
proposed networking equipment. 
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Table 2-20  Device List for LaTIS Remote Sites 

Device Interfaces 

Cisco 2620 Router/Switch  Serial, 16 Fast Ethernet Ports 

Kentrox DataSMART 656 CSU/DSU Serial, T1 

2.9.6 Communications Software 

Central to the successful implementation of a distributed ITS network architecture is the 
control software used for data acquisition, management, and control of the Roadway 
Subsystem devices.  The communications software will manage and arbitrate traffic 
events, which in turn control ITS devices.  The decentralized architecture implies that 
each TMC will have a configuration, as shown in Figure 2-41 below.   
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Figure 2-41  LaTIS Communications Software Architecture 

The LaTIS communications software system enables LaTIS users statewide to 
access/control devices (field devices and CCTV) from any location. For this requirement 
to be viable, the system must perform three key functions: 

• Enable LaTIS users to view devices from all locations at their base location with a 
consistent graphical user interface.   

• Allow LaTIS users to manage events and incidents both locally and regionally.   

• Maintain a LaTIS user profile throughout the system.  

LaTIS is expected to perform a 7x24x365 operation without manual intervention.  The 
major functionality required of the LaTIS software is: 

• A Graphical User Interface (GUI) organized such that it is easy for the operators to 
be able to navigate through the various components of the system. 

• The ability to store and retrieve ITS device data collected from the field devices.  
Additionally, LaTIS should have a mechanism to store configuration data for later 
retrieval and for ease of operations. 
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• The ability to control, status, and retrieve data from ITS field devices.  These 

• nitors. 

nal 

•  the users the ability to create a log of all actions during the shift.  

The sy recommended is a distributed client 

the video distribution 

The ssary functionality that will need to be performed 

s and Data Acquisition 

ther/traffic data and 

devices include DMS, RVD, Traffic Signal Controllers, Weather Sensors, HARs, 
and Fog Detectors.  The operator mechanism for control of field devices is through 
the use of traffic events.  The traffic event will be the controlling entity for 
coordination of all devices that are associated with the event/activity.   

The ability to display and control CCTV images on local and remote mo

• The ability to arbitrate CCTV control between owners and different operatio
users. 

Provide
Additionally, LaTIS will log its own actions. 

stem architecture shown above, and what is 
server environment.  The use of commercially available product will provide the best 
most reliable mechanism for the distributed clients and servers to communicate.   The use 
of a Common Object Request Broker Architecture (CORBA) is recommended for the 
server and client communications.  This is recommended because it is less expensive that 
writing the communication mechanism for the client and server communication, but also 
because it runs over existing IP backbone network architectures. 

Whereas, the network architecture is developed based on 
requirements due to its bandwidth intensive nature, the communications software must 
account for the monitoring and control of the other ITS field devices. Therefore, the 
communications software can be subdivided into two groups: 

• Field Device Communication and Data Collection 

• Video Distribution and Control 

 following sections address the nece
by the two software functional groups.  

2.9.6.1 Field Device Communication

One of the LaTIS requirements is to manage and control road/wea
status checks from the non-camera field devices.  Given the large projected number of 
devices (over 1500) involved, methods to automate these communications were 
investigated as a means to coordinate and perform them quickly and reliably enough to 
ensure that operational requirements could be met.  This section describes the operational 
scenario and configuration that was used as a model to derive the cost estimates for low-
speed communications.   
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As was shown in figure 2-41, a device communication server (DCS) would be used to 
handle all field device communications.  This DCS server would maintain a bank of 
modems for those field devices that will be controlled by dial-up or DTMF.  The DCS 
server would also have a bank of communications ports that would be used to control 
those field devices that are connected to the TMC using a steady-state mechanism (i.e. – 
fiber, DDS, or wireless).  The general concept is that a server can be configured as 
communications server to manage all low-speed data communications and the associated 
device specific protocols. The data received by the DCS server from a device is 
immediately sent on to the application/data base server.  An application on a separate 
server manages the low-speed device polling intervals, configuration activities, and data 
collection and storage, any necessary device timers, formats and possibly forwards data 
collected from field devices, and provides a user interface for the application.  The device 
data is archived in a database for future analysis and historical information.  The database 
is also used to maintain configuration information for all devices in the system. The client 
workstation requesting any actions with the devices would be connected to the server 
from the same site or remotely over the WAN. 

The application servers would be set up at the LaTIS network nodes (i.e. – TMCs) that 
users would be able to access, either directly or through remote login.  Another advantage 
to this approach is that the device data once captured would be disseminated data 
throughout the rest of the network as a part of the LaTIS backbone traffic.  Therefore, all 
LaTIS servers will have all of the data, so that if any one server experienced a problem 
the other servers would be able to assume the role performed by that server.  In this 
degraded mode, the remaining servers would be able to perform the LaTIS function but it 
would be slower than normal until the failed server was recovered.  

The DCS server equipment employed consists of: 

• A medium-powered Pentium-based PC running a multi-tasking operating system 
(such as Windows 2000 or UNIX).  A multi-tasking operating system is required 
because simultaneous communications sessions are necessary if all of the devices 
are to be polled within 1 minute. 

• A communications controller host adapter card with built-in reduced instruction 
set computing (RISC) microprocessor.  This card is installed in the PC and 
provides the communications overhead processing that enables the PC to interface 
with a large number of external interface ports. 

• A bank of port concentration modules that provide the external interface ports. 

• An appropriate number of POTS modem boards and 9.6-Kbps DDS CSUs to 
service the devices that are connected to the PC for polling. 
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Previous experience in the development of similar communications servers indicates that 
the maximum number of devices that could be serviced efficiently is approximately 40 
per PC.  Therefore, facilities that act as the hub point for more than 40 devices will 
require multiple servers. 

The application/data base server equipment employed consists of: 

• A high-powered multi-processor Pentium-based PC running a multi-tasking 
operating system (such as Windows 2000 or UNIX).  A multi-tasking operating 
system is required because simultaneous communications sessions are necessary 
to maintain communication with workstations and the other servers in addition to 
controlling device and CCTV events. 

• A communications controller host adapter card with built-in RISC microprocessor.  
This card is installed in the PC and provides the communications overhead 
processing that enables the PC to interface with a large number of external 
interface ports. 

• A RAID array for the storage and archival database to be maintained for LaTIS 
ITS data. 

2.9.6.2 Video Distribution and Control 

The video distribution and control subsystem will be maintained on the application 
server.  Central to the successful implementation of video distribution and management is 
the development of a control system that enables LaTIS users statewide to access/control 
cameras and select images for viewing.  The system must perform three key functions: 

• Enable users to select camera images for display at their facility and control the 
cameras.  Users may have access to both locally deployed cameras (those 
belonging to the regional ITS within their District) and remote cameras (those 
associated with another regional ITS). 

• Provide seamless camera control between the ATMS deployments in each 
municipal region.  Currently, each manufacturer employs a proprietary camera 
control protocol.  To CSC’s knowledge, DOTD has not selected a standard camera 
supplier for the current ITS initiatives in Baton Rouge, New Orleans, Lafayette, 
and the Shreveport/Bossier area.  If different camera suppliers are utilized, the 
camera control application must be able to recognize and communicate in each 
distinct camera control protocol. 

• Arbitrate the camera control sessions (i.e., who has the priority when personnel at 
two or more locations want to access the same camera).  
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The requirements specify which facilities will have access to video images, the maximum 
number of images that can be viewed simultaneously at each of those facilities, and 
which facilities are permitted to control cameras.  The priority hierarchy is also defined in 
the requirements with TMC’s having the top priority and override authority when a 
camera access conflict occurs.   

As shown in the figure above, we envision that the video distribution system and the field 
device control system will be maintained on a single server for ease of maintenance.  The 
video display will enable the users via a graphical user interface to be able to select the 
camera to be displayed on a particular monitor.  

In addition to the ability to display camera images is the ability to add a new view, or 
change a current view; the user requires camera control access so that activation and 
pan/tilt/zoom (P/T/Z) commands can be issued.  The user will be granted camera control 
based on user rights, camera use, and a predefined priority scheme. If the camera is not in 
use, the requesting user is granted access and can issue activation and P/T/Z commands.  
If the camera is already in use but the requester has higher priority than the current user, 
access and control are shifted to the requester.  If a higher priority user has control, access 
to the camera is denied.  This scheme is known as camera control arbitration. 

2.9.6.3 Implementation Considerations 

There are some assumptions that were made in the development of this architecture.  The 
assumptions are documented below, along with some additional items that need to be 
considered. 

In order to maintain some consistency and verify the local TMC receives the best video 
quality possible a video switch has been used to receive all video.  The video is then 
output from the video switch to the IP Video equipment.  Therefore, the LaTIS 
communications software must be capable of communication with the video switch in 
addition to displaying and controlling IP Video and ITS field devices. 

There are two possible ways of performing camera control in the IP Video environment.   

IP CCTV Control 

The option would be the best, however the number of products available that support this 
control option are currently limited.  Additionally, CSC was unable to verify this control 
option during lab testing of the IP Video solution. 

Serial CCTV Control 
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The other option is to establish serial camera control commands that will be transported 
over the IP network. During lab testing for the IP Video technology we verified that this 
control mechanism would work.  At the TMC a serial connection would be made 
between the decoder and the LaTIS application server, using a bank of communications 
ports.   At the camera site, a serial connection would be made between the camera PTZ 
unit and the encoder. 

The challenge of this alternative is the use of local decoders to control cameras.  During 
the IP video evaluation testing, CSC was unable to determine the affects of viewing a 
different image than the one being controlled by the decoder because of the limited 
number of demonstration units available. 
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2.10 Cost Analysis 

2.10.1 Methodology 

The primary focus of this analysis is compilation of the projected costs of deploying the 
LaTIS network, as it grows according to the phases defined in Section 4.  For the LaTIS 
system, communications-related costs are directly related to the cost of the backbone, the 
number of stakeholder sites connected to the backbone, and the number of ITS device 
sites to be installed (and the timing of those future installations).  

In order to develop comprehensive cost estimates for the alternatives across the 
implementation phases presented in the previous section, five distinct cost elements were 
identified. They are introduced below with a corresponding source or sources of cost 
estimates: 

1. Leased Circuits - installation of commercial telecommunications lines and recurring 
service and maintenance of these lines.  Costs are obtained through informal quotations 
from telecommunications providers and publicly available published tariffs.  

2. Communications Equipment - representative electronics and communications 
hardware and computers that would support data, video, and voice transport.  Costs 
obtained from equipment manufacturers or resellers for representative equipment. 

3. Network OAM&P - operations, administration, maintenance, and provisioning. Full-
time and on-call labor to operate, control, configure, administer, troubleshoot, provide 
spares, and repair communications electronics and hardware.  Skills, staffing profiles, 
and average salaries and other costs published by industry monitoring groups were used 
as the basis of estimate. 

4. Communications Software - software to manage the acquisition, collection, delivery, 
and distribution of LaTIS data/information and control of field devices.   Internal 
estimates made for lines of code and complexity.  Productivity and labor cost estimates 
used are industry averages. 

5. Construction - cable plant installation (where appropriate) for device site 
communications and roadside equipment enclosures.  Methods are modeled after 
Maryland SHA device site engineering practices.  Costs are extrapolated from prior bid 
pricing and historical project data. 

In order to produce meaningful cost analysis results as early as possible, the basic 
strategy used for accumulation of component costs was a top-down approach starting 
with those that would most likely comprise the largest share of the total cost.  Based on 
this rationale, estimates for leased circuit costs were identified and accumulated first, 
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followed by equipment costs, OAM&P costs, communications software costs, and 
finally, construction costs.  

By using this strategy and order of accumulation, if any one option accumulated all 
components of cost and results in a total cost less than another option whose costs are not 
fully accumulated, accumulation of further costing would not be needed for the higher 
cost option. 

Section 2.11 presents the assumptions, sources, and analysis performed for each of the 
above cost elements for each alternative.  Section 2.12 presents the total life-cycle costs 
associated with the individual cost elements.  Rollups of the total life-cycle costs across 
all cost elements are summarized in tabular format to facilitate direct comparison of the 
alternatives.   
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2.11 Network Cost Elements 

2.11.1 Assumptions and Constraints 

Existing DOTD Communications Infrastructure will be used where 
Feasible 

Maximizing the use of existing DOTD communications resources is planned as a method 
of lowering overall LaTIS Network costs by reducing initial equipment acquisition and 
installation costs and recurring costs for leased communications.   

Telecommunications Costs will be a Significant Component of Overall 
LaTIS Costs  

This assumption is based on historical evaluations of ITS systems in other states where 
experience shows that approximately one-half of ITS life cycle costs have been for 
telecommunications.  The assumption is made that Louisiana will experience a similar 
ratio.  There are several related assumptions about the cost of the ITS communications: 

LaTIS Software is Part of Telecommunications 

The software that drives the communications protocols and connects the operators at the 
TMC’s to the roadway devices is considered to be part of the telecommunications cost.  
The communication between specialized devices (roadside video cameras, dynamic 
message signs, etc.) requires software drivers in the communication software. As the 
network of devices expands, so must the software to manage all these devices.  As the 
complexity of the network increases, so must the software and its cost to develop and 
maintain. 

LaTIS Software Will Be Based on an Existing ITS Application 

Use of an existing ITS software application is planned as a method of lowering risk and 
development costs for LaTIS.  The two applications under consideration are Maryland’s 
CHART 2 and MIST.   

LaTIS Software Costs will be Proportional to Differences from the 
Selected ITS Application 

  PB Farradyne 
  CSC 

2-131



Louisiana Statewide ITS Implementation & Telecommunications Plan 

 
Software costs will rise in proportion to the amount of customization that needs to be 
performed to integrate the LaTIS device communication protocols and data formats into 
the chosen application.   

Initial Capital Outlay has Budgetary Constraints 

This implies that the build-out of the LaTIS plan will be dependent upon the availability 
of capital funds and the contribution of assets from “trading” with commercial entities or 
other state agencies. 

Operating Costs can be Allocated 

The ongoing costs of leased communications lines and maintenance of communication 
equipment for non-DOTD stakeholder sites can be allocated to those various state, parish, 
and local agencies serviced by LaTIS. 

2.11.2 Leased Circuits 

Leased circuits providing various services will be used for elements of the LaTIS 
backbone, backbone tails, and field device connectivity.  

Appendix D Sections D.1 and D.2 document the assumptions and methodology used to 
derive the backbone and backbone tail circuit costs, and field site costs, respectively. The 
methodology includes the use of Central Office (CO)-to-CO distance statistics associated 
with the Maryland SHA CHART program. 

Analysis was performed to evaluate the applicability of these metrics to the State of 
Louisiana. Research yielded estimates of the number of COs in Louisiana and Maryland, 
as well as the populations and areas of the states. The ratio of the number of COs per 
million population was calculated for each state and compared. Louisiana is seen to have 
53.8 COs per million population, while Maryland has 40.97 COs per million population.  

It is concluded that the average distance between COs in Louisiana is larger than those in 
Maryland. As a result, the SHA CHART CO-to-CO distances used to derive Louisiana 
costs are scaled by the factor 53.8/40.9 = 1.32. 

Section 2.11.2.1 summarizes the recurring costs for the leased backbone circuits. Section 
2.11.2.2 presents the recurring costs for the leased backbone tail circuits. Section 2.11.2.3 
rolls up the individual backbone cost elements and presents the total backbone costs. 
Section 2.11.2.4 provides the recurring costs for the field devices.  
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Note that the recurring costs reported in these sections reflect the “steady state” recurring 
costs that are achieved when all circuits have been installed. Section 2.12 accounts for the 
phasing in of circuits during the 10-year life cycle.    . 

2.11.2.1 Backbone 

The LaTIS backbone architecture options consist of various combinations of leased DS3 
inter-LATA and intra-LATA links to supplement the DOTD fiber backbone. 

Inter-LATA DS3 Connectivity 

As shown in Appendix D Section D.1.1, the derivation of cost estimates for cross-LATA, 
full DS3 access (with full DS3 PVC links) is proprietary. The recurring monthly costs are 
summarized by phase and architecture in Table 2-21. 

Table 2-21  Inter-LATA DS3 Circuit Recurring Monthly Costs 

Cost Element Phase 1 $/mo Phase 2 $/mo Phase 3 $/mo Phase 2 $/mo Phase 3 $/mo

 Inter-LATA backbone 43,480.00$               90,366.00$               90,366.00$               43,480.00$               43,480.00$               

No N/S Microwave With N/S Microwave 

 

Intra-LATA Connectivity 

Derivation of the recurring monthly cost of full DS3 access service with a full DS3 PVC 
is documented in Appendix D Section D.1.2. The recurring monthly costs are 
summarized by phase and architecture in Table 2-22. 
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Table 2-22  Intra-LATA DS3 Circuit Recurring Monthly Costs 

Cost Element Phase 1 $/mo Phase 2 $/mo Phase 3 $/mo Phase 2 $/mo Phase 3 $/mo

 Intra-LATA backbone 12,180.00$               18,270.00$               18,270.00$               12,180.00$               12,180.00$               

No N/S Microwave With N/S Microwave 

 

2.11.2.2 Backbone Tails 

Derivation of the recurring monthly cost of the leased T-1 center-to-center backbone tail 
circuits is documented in Appendix D Section D.1.3.  The recurring monthly costs are 
summarized by phase and architecture option in Table 2-23.   

Table 2-23  Backbone Tail Circuit Recurring Monthly Costs 

 

Table 2-24 summarizes the number of tail sites by phase and site type including: 

• TMC     Traffic Management Center 

• Sub-District HQ  Sub-District Headquarters 

• LSP     Louisiana State Police 

• PE      Project Engineer Office 

• MU     Maintenance Unit 

• Partner    Partner 

 
Table 2-24  Tail Site Types By Phase 

Phase TMC Sub-District HQ LSP PE MU Partner Total Sites
Phase 1 0 0 5 9 0 3 17
Phase 2 4 1 9 20 5 5 44
Phase 3 4 3 9 35 9 10 70
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2.11.2.3 Total Backbone Leased Circuit Recurring Costs 

Table 2-25 merges the costs from Tables 2-22 through 2-24 to arrive at the total 
backbone monthly recurring costs by architecture option and phase.  Table 2-26 provides 
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additional information by distributing the recurring monthly costs across the individual 
locations by architecture option and phase. 

Phase 3 $/mo Phase 2 $/mo Phase 3 $/mo

 Intra-LATA backb 12,180.00       

Table 2-25  Total Backbone Recurring Monthly Costs By Architecture Option And Phase 

Cost Element Phase 1 $/mo Phase 2 $/mo

No N/S Microwave With N/S Microwave 

 

 Inter-LATA backbone 43,480.00$               90,366.00$               90,366.00$               43,480.00$               43,480.00$               

 Total Backbone 55,660.00$               108,636.00$             108,636.00$             55,660.00$               55,660.00$               

 Total Tails 10,549.52$               23,581.28$               36,613.04$               23,581.28$               36,613.04$               

 Total Leased $/mo 66,209.52$               132,217.28$             145,249.04$             79,241.28$               92,273.04$               

one 12,180.00$               18,270.00$               18,270.00$               12,180.00$               $        
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Phase 1 Intra-LATA 3,045.00$    3,045.00$     3,045.00$     3,045.00$     -$              -$              -$            -$            -$            -$               

Inter-LATA -$            22,079.50$   21,400.50$   -$              -$              -$              -$            -$            -$            -$              

Tails 4,964.48$    620.56$        620.56$        620.56$        3,723.36$     -$              -$            -$            -$            -$              
Total 8,009.48$    25,745.06$   25,066.06$   3,665.56$     3,723.36$     -$              -$            -$            -$            -$              66,209.52$     

Phase 2 Intra-LATA 3,045.00$    3,045.00$     3,045.00$     3,045.00$     -$              -$              -$            -$            3,045.00$    3,045.00$     

No N/S Inter-LATA -$            22,079.50$   21,400.50$   -$              21,812.50$   -$              -$            -$            -$            25,073.50$   

Microwave Tails 4,964.48$    620.56$        6,205.60$     620.56$        3,723.36$     -$              1,241.12$    5,585.04$    620.56$       -$              
Total 8,009.48$    25,745.06$   30,651.10$   3,665.56$     25,535.86$   -$              1,241.12$    5,585.04$    3,665.56$    28,118.50$   132,217.28$    

Phase 3 Intra-LATA 3,045.00$    3,045.00$     3,045.00$     3,045.00$     -$              -$              -$            -$            3,045.00$    3,045.00$     

No N/S Inter-LATA -$            22,079.50$   21,400.50$   -$              21,812.50$   -$              -$            -$            -$            25,073.50$   

Microwave Tails 4,964.48$    1,241.12$     6,205.60$     3,723.36$     3,723.36$     2,482.24$     6,205.60$    5,585.04$    2,482.24$    -$              
Total 8,009.48$    26,365.62$   30,651.10$   6,768.36$     25,535.86$   2,482.24$     6,205.60$    5,585.04$    5,527.24$    28,118.50$   145,249.04$    

Phase 2 Intra-LATA 3,045.00$    3,045.00$     3,045.00$     3,045.00$     -$              -$              -$            -$            -$            -$              

With N/S Inter-LATA -$            22,079.50$   21,400.50$   -$              -$              -$              -$            -$            -$            -$              

Microwave Tails 4,964.48$    620.56$        6,205.60$     620.56$        3,723.36$     -$              1,241.12$    5,585.04$    620.56$       -$              
Total 8,009.48$    25,745.06$   30,651.10$   3,665.56$     3,723.36$     -$              1,241.12$    5,585.04$    620.56$       -$              79,241.28$     

Phase 3 Intra-LATA 3,045.00$    3,045.00$     3,045.00$     3,045.00$     -$              -$              -$            -$            -$            -$              

With N/S Inter-LATA -$            22,079.50$   21,400.50$   -$              -$              -$              -$            -$            -$            -$              

Microwave Tails 4,964.48$    1,241.12$     6,205.60$     3,723.36$     3,723.36$     2,482.24$     6,205.60$    5,585.04$    2,482.24$    -$              
Total 8,009.48$    26,365.62$   30,651.10$   6,768.36$     3,723.36$     2,482.24$     6,205.60$    5,585.04$    2,482.24$    -$              92,273.04$     

Table 2-26  Backbone Recurring Monthly Costs By Location, Architecture Option, and Phase 
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2.11.2.4 Field Devices 

LaTIS field devices to be deployed include CCTV, and the low speed device types 
including DMS, VSLS, RTMS, HAR, and Fog Detector units.  

Section 2.11.2.1 presents the CCTV recurring monthly costs. The recurring monthly costs 
for the low speed DMS, Fog Project DMS, VSLS, RTMS, HAR, and Fog Detectors are 
also found in this section. 

CCTV 

Derivation of the recurring monthly cost of the CCTV leased circuits is documented in 
Appendix D Section D.2.1. The recurring monthly costs are summarized by location and 
phase in Table 2-27.  

Table 2-27  CCTV Recurring Monthly Costs By Location and Phase  

Phase Shreveport Monroe Alexandria Lake Charles Lafayette Baton Rouge Houma New Orleans Hammond Total
1 -$                   -$                   -$                     -$                     -$                     14,673.60$           1,834.20$             -$                     -$                     16,507.80$     
2 30,570.00$         -$                   -$                     -$                     7,336.80$             29,347.20$           1,834.20$             24,456.00$           -$                     93,544.20$     
3 95,989.80$         11,616.60$         6,114.00$             9,782.40$             7,336.80$             29,347.20$           2,445.60$             54,414.60$           55,026.00$           272,073.00$    

 

Low Speed Devices 

ISDN Centrex service was considered for LaTIS DMS and RTMS based on the success 
of the CHART implementation.  However, BellSouth requires a DSL in order to obtain 
ISDN and ISDN Centrex service. Based on the high recurring cost of the DSL and the 
possibility that facilities will not be available at all device locations, 9.6 Kbps DDS multi-
drop service has been chosen for costing.  

DMS 

Derivation of the recurring monthly cost of the DMS leased circuits is documented in 
Appendix D. Section D.2.2 The recurring monthly costs are summarized by location and 
phase in Table 2-28.  

Table 2-28  DMS Recurring Monthly Costs By Location and Phase 

Phase Shreveport Monroe Alexandria Lake Charles Lafayette Baton Rouge Houma New Orleans Hammond Total
1 -$                   -$                   -$                     -$                     -$                     1,394.26$             199.18$                -$                     -$                     1,593.44$       
2 1,493.85$           -$                   -$                     -$                     -$                     2,788.52$             199.18$                1,095.49$             -$                     5,577.04$       
3 2,489.75$           398.36$             398.36$                3,186.88$             -$                     2,788.52$             398.36$                2,290.57$             1,593.44$             13,544.24$     

  PB Farradyne 
  CSC 

2-137



Louisiana Statewide ITS Implementation & Telecommunications Plan 

 

2.11.3 Fog Project DMS 

Derivation of the recurring monthly cost of the Fog Project DMS leased circuits is 
documented in Appendix D Section D.2.2.  The recurring monthly costs are summarized 
by location and phase in Table 2-29. 

Table 2-29  Fog Project DMS Recurring Monthly Costs By Location and Phase 

Phase Shreveport Monroe Alexandria Lake Charles Lafayette Baton Rouge Houma New Orleans Hammond Total
1 1,502.88$           -$                   -$                     -$                     1,001.92$             400.64$                -$                     1,502.88$             -$                     4,408.32$       
2 600.96$             -$                   -$                     -$                     400.64$                400.64$                -$                     600.96$                -$                     2,003.20$       
3 600.96$             -$                   -$                     -$                     400.64$                400.64$                -$                     600.96$                -$                     2,003.20$       

2.11.4 VSLS 

Derivation of the recurring monthly cost of the VSLS leased circuits is documented in 
Appendix D Section D.2.2 The recurring monthly costs are summarized by location and 
phase in Table 2-30.  

Table 2-30  VSLS Recurring Monthly Costs By Location and Phase 

D Section D.2.2.  The recurring monthly costs are summarized by location and phase in 

Table 2-31  RTMS Recurring Monthly Costs By Location and Phase 

2.11.6 HAR 

Derivation of the recurring cost of the HAR leased circuits is documented in Appendix D 
Section D.2.2.  The recurring monthly costs are summarized by location and phase in 
Table 2-32. 

Phase Shreveport Monroe Alexandria Lake Charles Lafayette Baton Rouge Houma New Orleans Hammond Total
1 -$                   -$                   -$                     -$                     -$                     -$                     -$                     -$                     -$                     -$                
2 -$                   -$                   -$                     -$                     -$                     -$                     -$                     896.31$                -$                     896.31$          
3 2,489.75$           -$                   -$                     -$                     -$                     -$                     -$                     1,792.62$             8,166.38$             12,448.75$     

2.11.5 RTMS 

rring cost of the VSLS leased circuits is documented in Appendix Derivation of the recu

Table 2-31.  

Phase Shreveport Monroe Alexandria Lake Charles Lafayette Baton Rouge Houma New Orleans Hammond Total
1 -$                   -$                   -$                     -$                     -$                     3,231.90$             861.84$                -$                     -$                     4,093.74$       
2 16,159.50$         -$                   -$                     -$                     5,171.04$             6,463.80$             861.84$                16,159.50$           -$                     44,815.68$     
3 47,293.47$         4,093.74$           2,154.60$             430.92$                5,171.04$             6,463.80$             2,585.52$             40,075.56$           17,452.26$           125,720.91$    
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Table 2-32  HAR Recurring Monthly Costs By Location and Phase 

Phase Shreveport Monroe Alexandria Lake Charles Lafayette Baton Rouge Houma New Orleans Hammond Total
1 -$                   -$                   -$                     -$                     -$                     280.18$                -$                     -$                     -$                     280.18$          
2 -$                   -$                   -$                     -$                     140.09$                280.18$                -$                     -$                     -$                     420.27$          
3 -$                   -$                   -$                     280.18$                140.09$                280.18$                140.09$                -$                     -$                     840.54$          

2.11.7 Fog Detectors 

le 2-33.  
Table 2-33  Fog Detector Recurring Monthly Costs by Location and Phase 

2.11.8 Total Field Device Leased Circuit Recurring Monthly Costs 

Table 2-34 merges the costs shown in Tables 2-27 through 2-32 to arrive at the total field 
device recurring monthly costs by device type, location, and phase. 

Derivation of the recurring monthly cost of the VSLS leased circuits is documented in 
Appendix D Section D.2.2.  The recurring monthly costs are summarized by location and 
phase in Tab

Phase Shreveport Monroe Alexandria Lake Charles Lafayette Baton Rouge Houma New Orleans Hammond Total
1 -$                   -$                   -$                     -$                     -$                     -$                     -$                     -$                     -$                     -$                
2 -$                   -$                   -$                     -$                     -$                     -$                     -$                     -$                     -$                     -$                
3 -$                   -$                   -$                     -$                     -$                     -$                     -$                     -$                     8,995.05$             8,995.05$       

  PB Farradyne 
  CSC 

2-139



Louisiana Statewide ITS Implementation & Telecommunications Plan 

 

  PB Farradyne 
  CSC 

2-140

Table 2-34  F n and Phase 

Phase Device Shreveport Monroe Alexandria Lake Charles Lafayette Baton Rouge Houma New Orleans Hammond Total
1 CCTV -$                   -$                   -$                     -$                     -$                     14,673.60$           1,834.20$             -$                     -$                     16,507.80$     

 
DMS -$                   -$                   -$                     -$                     -$                     1,394.26$             199.18$                -$                     -$                     1,593.44$       
DMS (Fog Project) 1,502.88$           -$                   -$                     -$                     1,001.92$             400.64$                -$                     1,502.88$             -$                     4,408.32$       
VSLS -$                   -$                   -$                     -$                     -$                     -$                     -$                     -$                     -$                     -$                
RTM -$                     -$                     -$                     3,231.90$             861.84$                -$                     -$                     4,093.74$       
HAR -$                     -$                     -$                     280.18$                -$                     -$                     -$                     280.18$          
Fog Detectors -$                   -$                   -$                     -$                     -$                     -$                     -$                     -$                     -$                     -$                
Total
Total 

2 CCTV
 
DMS 1,493.85$           -$                   -$                     -$                     -$                     2,788.52$             199.18$                1,095.49$             -$                     5,577.04$       
DMS (Fog Project) 96 -$                     2,003.20$       
VSLS -$                   -$                   -$                     -$                     -$                     -$                     -$                     896.31$                -$                     896.31$          
RTMS 16,159.50$         -$                   -$                     -$                     5,171.04$             6,463.80$             861.84$                16,159.50$           -$                     44,815.68$     
HAR -$                   -$                   -$                     -$                     140.09$                280.18$                -$                     -$                     -$                     420.27$          
Fog Detectors -$                   -$                   -$                     -$                     -$                     -$                     -$                     -$                     -$                     -$                
Total Low Speed 18,254.31$         -$                   -$                     -$                     5,711.77$             9,933.14$             1,061.02$             18,752.26$           -$                     53,712.50$     
Total Field Devices 48,824.31$         -$                   -$                     -$                     13,048.57$           39,280.34$           2,895.22$             43,208.26$           -$                     147,256.70$    

3 CCTV 95,989.80$         11,616.60$         6,114.00$             9,782.40$             7,336.80$             29,347.20$           2,445.60$             54,414.60$           55,026.00$           272,073.00$    
 
DMS .24
DMS (Fog Project) 600.96$             -$                   -$                     -$                     400.64$                400.64$                -$                     600.96$                -$                     2,003.20$       
VSLS
RTMS
HAR .09 -$                     -$                     840.54$          
Fog D -$                     8,995.05$             8,995.05$       

ield Device Total Recurring Monthly Costs By Device Type, Locatio

S -$                   -$                   
-$                   -$                   

 Low Speed 1,502.88$           -$                   -$                     -$                     1,001.92$             5,306.98$             1,061.02$             1,502.88$             -$                     10,375.68$     
Field Devices 1,502.88$           -$                   -$                     -$                     1,001.92$             19,980.58$           2,895.22$             1,502.88$             -$                     26,883.48$     

30,570.00$         -$                   -$                     -$                     7,336.80$             29,347.20$           1,834.20$             24,456.00$           -$                     93,544.20$     

600.96$             -$                   -$                     -$                     400.64$                400.64$                -$                     600.$                

2,489.75$           398.36$             398.36$                3,186.88$             -$                     2,788.52$             398.36$                2,290.57$             1,593.44$             13,544$     

2,489.75$           -$                   -$                     -$                     -$                     -$                     -$                     1,792.62$             8,166.38$             12,448.75$     
47,293.47$         4,093.74$           2,154.60$             430.92$                5,171.04$             6,463.80$             2,585.52$             40,075.56$           17,452.26$           125,720.91$    

-$                   -$                   -$                     280.18$                140.09$                280.18$                140$                
etectors -$                   -$                   -$                     -$                     -$                     -$                     -$                     

Total Low Speed 52,873.93$         4,492.10$           2,552.96$             3,897.98$             5,711.77$             9,933.14$             3,123.97$             44,759.71$           36,207.13$           163,552.69$    
Total Field Devices 148,863.73$       16,108.70$         8,666.96$             13,680.38$           13,048.57$           39,280.34$           5,569.57$             99,174.31$           91,233.13$           435,625.69$    

2.11.9 Communications Equipment 

This section explains the methodology employed for estimating LaTIS Network 
equipment costs for the IP video and circuit switched video alternatives and presents the 
summarized cost data.  The costing is restricted to the core networking equipment that 
differentiates the two options.  This equipment includes switches (ATM and Ethernet), 
routers, T1 multiplexers, and T1 CSU/DSUs.  It is only with this class of equipment that 
any significant cost differential between the two alternatives becomes apparent.  Certain 
elements, such as encoders, decoders, servers, user workstations, and communications 
equipment for device sites are required in essentially equivalent quantities for both 
options.  Likewise, the individual equipment costs are comparable to each other  (e.g., 
servers to control video and field devices are configured similarly for both IP video and 
circuit switching; the encoders and decoders used for each option are basically cost-
equivalent, etc.).  The aggregate costs for this equipment basically cancel each other out 
in a comparative cost analysis. 
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2.11.9

A baseline TMC configuration was defined used for the cost comparison that uses a video 
switcher to provision the incoming roadside cameras and distribute the video locally 
within the facility.  This provides flexibility for each regional ATMS to choose the best 
solution, given their resources, to provide the highest quality video at the TMC.  This 
then, requires that a bank of encoders are required to compress video for remote 
distribution over the network to all the other LaTIS video sites to the required 384 Kbps 
bandwidth.  The theoretical maximum number of outbound video streams from any TMC 
is equivalent to the number of cameras homed to that site.  Therefore, the core switching 
equipment for each option was sized to support connections from a remote video encoder 
bank equal to the number of cameras homed to that site.  

Based on this TMC model, lists of equipment required at each LaTIS site to process the 
video streams, LaTIS ATMS applications, and management traffic projected for each site 
were compiled.  List prices were obtained for all of the items and all major equipment 
was also quoted with 2-year maintenance support contract.  Wherever possible, 
equipment with redundancy (e.g., dual, power supplies and supervisory modules) 
packages and that support hot-swappable modules were selected. 

Unless known otherwise from Section 3, the equipment lists were built assuming that 
connectivity to sites would be provided via T1/DS-1 circuits.  A single connection of T1 
capacity (1.544 Mbps) is sufficient to connect to all sites designated to receive 3 videos 
for both the IP and circuit switched options.   A seven video site would require 2 T1s.  
Please note that this reflects the current lack of fiber connectivity to sites that are 

Lafayette TMC, Shreveport TMC, 
these sites are classified as principal 

of remote video feeds for all of the cameras homed to that 
site.   

.1 Methodology 

projected to eventually have it (specifically 
LOEP/LSP Command Center).  Remember that 
nodes.   They have been configured as being served by 2 T1 circuits because that would 
represent the absolute minimum backup link for the fiber connection.  There is one 
exception to this philosophy.  The USGS connection in Baton Rouge is a data-only link 
to access Hydrowatch information.  Because there is no need for video, a 256 Kbps frame 
relay circuit is proposed.  

2.11.9.2 Circuit-Switched Video Cost Model 

Figure 2-42 illustrates the circuit-switched video cost model, representing an example of 
a TMC interface to a LaTIS Principal Node.  In the circuit switched environment, ATM 
switches are located at every facility used as a connection point for cameras and field 
devices, i.e., the TMCs.  In addition to the ATM switch, each TMC receives a router, an 
Ethernet switch, and a quantity of T1 multiplexers.  The number of multiplexers is 
dependent on the total quantity 
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All other LaTIS video sites in the circuit-switched option receive a T1 multiplexer, 
combination router/Ethernet switch and decoders as illustrated in Figure 5-2.  A 
CSU/DSU and a combination router/Ethernet switch are assigned to the USGS 
connection. 

DOTD OC-48 SONET Backbone

OC-12

ONS 15454

NTSC

Serial
Camera
Control

Field Sites

Video
Transport
Equipment

Figure 2-42  Circuit Switched Video LaTIS Principal Node 
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Figure 2-43  Circuit Switched Video LaTIS Remote Site  

2.11.9.3 IP Video Cost Model 

The strategy for the assignment of equipment to each of the LaTIS sites was discussed in 
detail in Section 4.3.  Figure 2-44 illustrates the IP video cost model of interfacing 
cameras through a video switcher at a TMC co-located at a LaTIS backbone node..     

Standalone TMCs are planned for Baton Rouge (the ATM/EOC), New Orleans, 
Lafayette, Shreveport/Bossier, and Houma.  TMC sites co-located at LaTIS backbone 
nodes are proposed at Districts 05, 07,08, and 62.   The smaller integrated TMC sites can 
leverage the existing Catalyst 5500 for remote camera site termination and LaTIS.  These 
sites were also assigned a Cisco 7204 for routing the LaTIS traffic.  The larger TMCs 
(Old Troop B, ATM/EOC, Lafayette, Shreveport, and District 62) were assigned a 
Catalyst 6506 router/switch for remote camera termination and LaTIS server and 
workstation connectivity.   The Cisco 6506 is needed to handle the higher port counts 
associated with inter ocations. 

All other LaTIS video sites in the IP video option receive a T1 CSU/DSU, combination 
router/Ethernet switch, and decoders as illustrated in Figure 2-45.  

2.11.9.4 Cost Comparison 

Tables 2-35 and 2-36 present the summarized equipment costs for the circuit-switched 
video and IP video respectively.   The estimated total cost for the circuit-switched video 
option is $4,691,447 versus $1,744,150 for the IP video option. 

This is attributable to following factors: 

facing with the large number of cameras at these l
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• For the circuit-switched video, an additional ATM switch needs to be installed at each 

LaTIS principal and backbone node in order to adapt the LaTIS OC-3 ATM transport 
into DOTD’s OC-12 ATM links into those nodes. 

• The IP video model leverages existing DOTD equipment, providing the opportunity 
to purchase only interface modules at some locations, instead of standalone equipment 
to accommodate LaTIS connectivity and camera interfaces. 

• The T1 multiplexers required at each remote LaTIS video site to support circuit-
switched video cost significantly more than the T1 CSU/DSUs specified for the IP 
video environment. 
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Figure 2-45  IP Video LaTIS Remote Site  

DOTD OC-48 SONET Backbone

ATM/OC-3

IP Video Sites

ONS 15454
DOTD LAN

EnterpriseOC-12

T

LaTIS Application ServerNTSC Video
IP Video Over Ethernet

384 Kbps

MPEG 1

Video Decoder

Video Decoder
NTSC

15 fps

To LaTIS
Backbone Node

Microwave,
Fiber, or

Leased T1

Video Decoder

Monitor

Monitor

Monitor

Combination
Router/Ethernet

Switch

T1 CSU

Ethernet
Serial Data

ADCKentrox
DataSmart 656

Video to Desktop Possible
Using IP Video Product’s Client

Viewing Software

NTSC Video
IP Video Over Ethernet

LaTIS Workstation



Louisiana Statewide ITS Implementation & Telecommunications Plan 

 
Table 2-35  Network Equipment to Support Circuit-Switched Video – Summarized Costs 

 
Table 2-36  Network Equipment to Support IP Video – Summarized Costs 
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2.11.10 Network Operations, Administration, Maintenance, and 
Provisioning (OAM&P) 

The LaTIS program success depends on the high availability levels for its traffic devices.  
This translates into high availability of the communications network and can be assured 
only when effective resources are put into place to operate and maintain it.  For this 
reason, OAM&P of the communications network was identified as a significant network 
element.  In order to estimate these costs, a representative scope of communications 
responsibility was defined in the context of the LaTIS system.  Figure 2-46 depicts this 
scope in terms of the representative boundaries between the LaTIS network, DOTD’s 
network, ITS devices, and other operational capabilities.  The LaTIS Network Boundary 
extends from the interface port on the DOTD Fiber Backbone ATM switches all the way 

ut to the remote video sites and the communications terminating equipment at field 
evice cabinets.  This representation was used for cost estimation purposes only and may 

not reflect the

o
d

 actual scope of operations and maintenance put into place.  
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Figure 2-46  LaTIS Telecommunications Network Boundaries 

Table 2-37 shows the elements of the LaTIS system that were considered 
communications-related and, thus, were included in the OAM&P cost estimates. 

Table 2-37  LaTIS Communications Elements 

Non-LaTIS Communications LaTIS Communications 
Internal Building LAN/Wiring Traffic Management Centers 
DOTD Backbone Cabling & Electronics to Field Equipment 
Emergency Vehicles Backbone Access Equipment 
 ITS Device Communications 
 LaTIS Leased Communications Circuits 
 LaTIS Control System 
 LaTIS Network Equipment 
 Video Equipment 

 

2.11.10.1 Network Operations Scenario 

In order to define network OAM&P costs, some assumptions for how the 
communications network would be operated and managed were made.  Where possible 
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the network is assumed to incorporate communications equipment that is standards based.  
Specifically, it is assumed that equipment is installed that is compliant with SNMP for 
network management.  Whenever and wherever possible, NTCIP-compliant ITS devices 
will be used. 

Standards-based equipment will enable remote trouble shooting of the network 
equipment and communications problems using network management system 
components.   For the purposes of this study it is assumed that the LaTIS network 
operations will be subsumed into the DOTD network operations.   We have further 
assumed that the DOTD Network Operations Center includes the necessary COTS 
hardware and software components for network management, including network 
management, performance management, and possibly element management products.  
We are assuming that DOTD has a staff necessary to manage the existing DOTD network 
8 hours, 5 days per week. As such, it is necessary to estimate additional staffing levels, if 
any, needed to maintain the increased size of the network and to provide the required 
increase in support, indicated in the LaTIS requirements.  We are assuming, based on 
LaTIS requirements that Network Operations support will be 7x24x365 for LaTIS. 

The following sections decompose this generic network operations scenario discussed 
above into individual functions, map appropriate skill levels to the functions, apply an 
estimated staffing level, and then apply industry wide salary estimates to the labor. The 
individual functions are based on industry wide publications that present 
telecommunication ng support costs. 

.  The 
estimated staffing levels ce of providing network 
management for the State of Maryland. 

work OAM&P Function

etwork Operations are decomposed into ing 

• Planning, Engineering, and Manage

• Fault Management 

• Communications Equipment Maintenance 

• 

These functions are further decomposed and discussed in the sections that follow.  

s staffing functions for the purposes of estimati
Realistic staffing levels are used in conjunction with labor cost assumptions and network 
performance to project labor costs. Labor costs are also derived from industry salary 
assessments for relevant segments of work in the telecommunications field

are also validated against our experien

2.11.10.2 Net s 

N three high-level functions includ

ment 

ITS Network Plant Maintenance 
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Planning, Engineering, and Management Functions 

Complex networks like DOTD require substantial planning, engineering, and ongoing 
management to sustain necessary levels of availability.  The addition of the LaTIS 
network elements will impact seven network planning, engineering, and management 

• Network Capacity Planning 

Transmission Cost Reduction/Containment – Includes the scrutiny of monthly leased 
tual services rendered. 

 software 
and r his includes but is not limited to ATM 
swi s.  

Ne t – Includes maintenance of a database 
tha r e field and the involved facilities as 
nec

tabase 
that tracks the network software installed in the field and at involved facilities as 
necessary. 

functions. These functions include: 

• Service Level Management 

• Transmission Cost Reduction/Containment 

• Network Software Maintenance 

• Network Hardware Configuration Management 

• Network Software Configuration Management 

• Network Inventory Management 

• Network Performance Management 

• Network Change Management/Technology Insertion 

• Network Security Management 

• Network User Profiling 

Descriptions of the functions are as follows: 

Service Level Management – Includes the scrutiny of monthly leased services bills to 
assure that they reflect the actual services rendered. 

services bills to assure that they reflect the ac

Network Software Maintenance – Includes the installation and testing of new
 fi mware releases in network equipment.  T
tches, routers, modems, and Ethernet switche

twork Hardware Configuration Managemen
t t acks the network hardware installed in th
essary.  

Network Software Configuration Management – Includes maintenance of a da
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Network Inventory Management – Includes the maintenance of a database that tracks 
the location of and identification of private fiber optic cabling, shared fiber optic access, 

 Includes the collection, processing, and analysis of 
sta .g., ATM switches, Ethernet switches, routers) 
performance data. Performance bottlenecks are isolated and alternatives for alleviating 
the b

Ne tes the outputs of the Service Level Management 
and e  developed to “tune” the network 
per m hnology. 

Ne ology Insertion – Includes the short and long 
ran ork firmware and software releases, to “tune” 
the t new technology without impacting ongoing 
ope

Ne and maintenance of network 
sec t r accounts and privileges, configuring system 
software to generate audit trails, analysis of security audit data, and the identification of 
req e curity enhancements, such as new firewalls and/or 

nclude: 

• Provider Coordination 

tor Backbone Link Status 

leased circuit endpoints, customer premise equipment, and spare network equipment, 
including related support hardware and software. 

Network Performance Analysis –
te-owned network devices (e

se ottlenecks are identified. 

twork Capacity Planning – Integra
 P rformance Analysis functions. Requirements are
for ance and/or upgrade the network using new tec

twork Change Management/Techn
ge planning required to install new netw
 network performance, and/or implemen
rations.  

twork Security Management – Includes the generation 
uri y procedures and network use

uir ments for network se
modifications to existing firewalls. 

Network User Profiling – Includes the assessment of bandwidth actually used on a 
month-to-month basis by each participating organization if multiple organizations are 
sharing a single network. 

Fault Management Functions 

The addition of the LaTIS network elements will impact eight fault management 
functions. In many of these cases, LaTIS is assumed to be using existing DOTD 
resources to provide the function.  These functions i

• Reconfigure (alt route) the Network 

• Moni

• Monitor Tail Circuit Status 

• Monitor Network Equipment Status 
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• Maintain Help Desk 

• Network Troubleshooting 

• Dispatch/Repair Replacement 

Provider Coordination – Includes all interaction required to isolate the cause, determine 
the responsible party, and determine the resolution of network outages. 

Reconfigure (alt route) the Network – Includes the rerouting of State-owned backbone 
links and/or tail circuits to recover from the failure of a network component.  

work Equipment Status – Includes the review of network equipment status 
displays, receipt and acknowledgement of network equipment alarms.  

des the initial identification of a potential network 

Personnel – Includes dispatching of designated 
personnel to repair elements of the elements of the network infrastructure and/or replace 

 

The d work elements will impact one communications equipment 
ma e

Co enance – On-call provision, when necessary, for 
repair/replacement of damaged or failed network communications equipment.  

Monitor Backbone Link Status – Includes the review of link status displays, receipt and 
acknowledgement of backbone link outage alarms. 

Monitor Tail Circuit Status – Includes the review of tail circuit status displays, receipt 
and acknowledgement of tail circuit outage alarms. 

Monitor Net

Maintain Help Desk – Includes the receipt of requests from network users for problem 
resolution, information regarding the status of the network (backbone links and tail 
circuits), and for assistance in implementing standard network procedures.  

Network Troubleshooting – Inclu
problem, the generation of a trouble ticket, coordination with a Provider as necessary, 
escalation of the problem to higher levels where necessary, and the closure of the trouble 
ticket. 

Dispatch Repair/Replacement 

failed network equipment. 

Communications Equipment Maintenance Functions

 a dition of the LaTIS net
int nance function: 

mmunications Equipment Maint
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ITS tenance 

The d rk elements will impact the plant maintenance for the 
LaT will include the provision for the repair of the state 
owned ITS field equipment infrastructure.  The necessary equipment will be dispatched 

2.11.10.3 Network OAM&P Skills 

 performing 
the network OAM&P functions.  These have been identified solely for the purpose of 

Systems Planning, Engineering, and Management Skills 

gement skill categories have been 
identified including: Network Systems Engineer, Network Engineer, Network Security 

Service Level 
Management, Transmission Cost Reduction, Network Software Maintenance, Network 

Level Management, Transmission Cost 

d Network Software Configuration Management, Network 
.  

Network Security Administrator

s, adding, changing, or terminating user access.  Assists NMS 

 Network Plant Main

 a dition of the LaTIS netwo
IS specific ITS equipment.  This 

to the field when necessary to repair the ITS equipment problem. 

The following sections identify representative skill categories appropriate for

estimating network OAM&P costs associated with LaTIS.  

Five Systems Planning, Engineering, and Mana

Administrator, Configuration Management Specialist, and Software Maintenance 
Specialist. 

Network Systems Engineer – performs Network Capacity Planning and Network 
Change Management/Technology Insertion functions, assists in the execution of the 
Network Security Management function, and oversees the execution of the 

Hardware and Network Software Configuration Management, Network Inventory 
Management, and Network Performance Analysis, and Network Security Management 
functions.  

Network Engineer – performs Service 
Reduction/Containment, and Network Performance Analysis functions, supports the 
Network Capacity Planning function, and monitors day-to-day activities associated with 
the Network Hardware an
Inventory Management, and Network User Profiling functions

 – performs the Network Security Management 
function.  Controls user access to the Network Management System (NMS) by receiving 
requests for user acces
users with problem, coordinates maintenance of the NMS, identifies problems with the 
NMS, monitors NMS audit trails to identify suspected network intrusion , and reports 
suspected security problems to the Network Systems Engineer. 
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Configuration Management Specialist – performs the Network Hardware 
Configuration Management, Network Software Configuration Management, and Network 

 performs the network Software Maintenance 
function and assists in the execution of the Network Change Management/Technology 

Fault Management Skills 

Two Fault Management skill categories apply: 

Network Operator – Performs all Fault Management functions as needed. 

ations Equipment Technician – Performs replacement of failed 
communications equipment as indicated by vendor documentation and/or training and 

ing levels shown in the 
Table 2-38.  The 8x5 positions represent the standard “day” shift of 6:00 am to 4:00 pm 

Inventory Management functions, including the development and maintenance of the 
configuration management and inventory management procedures and preparation and 
distribution of routine and ad-hoc hardware configuration, software configuration, and 
inventory reports.  

Software Maintenance Specialist –

Insertion function by coordinating the schedule for firmware and software maintenance, 
and implementing and testing the scheduled configuration changes.  

Network Operations Supervisor – Supervises Network Management System users and 
overall Network Operations and performs all Fault Management functions as needed. 

Communications Equipment Maintenance Skills 

Communications Equipment Technicians will perform the communications equipment 
maintenance function. 

Communic

certification. 

Network OAM&P Staffing 

The network OAM&P functions for LaTIS consist of the staff

as staffed by the DOTD network operations center.  This position(s) will be used to 
provide LaTIS specific needs and to augment the DOTD operations staff.  The on-call 
positions require the associated personnel to carry pagers or cellular phones in order to 
respond at any hour or any day of the week.  
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Table 2-38  Network OAM&P Staffing 

 Availability 
Functional Area 8x5 On-Call 

Systems Planning, Engineering, and Management X  
Fault Management X  
Communications Equipment Maintenance  X 

2.11.10.4 Labor Cost Assumptions 

It is assumed for purposes of this cost analysis that all positions will be staffed with full-
time personnel and will be used to augment the existing DOTD operations center staff. 

r Costs 

s for individuals performing the systems, 
planning, engineering, and management skill categories discussed in previous sections.  

01 
Computerworld Salary Survey, published in September of 2001.  The National average 

rsonnel costs 
for OAM&P.  

Full Time Personnel Labo

Table 2-39 summarizes unloaded annual salarie

Additionally, the skill categories required for the fault management have been included in 
the table.  The estimated annual salaries have been obtained from the 20

for IT professional were used for the purposes of estimating the LaTIS pe
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2-39  N sitions ational Annual Salaries for Full-Time Po

Labor Category Unloaded Salary

Network Systems Engineer $88,200 

Network Engineer $72,300 

Network Security Administrator $60,033 

Network Technician $45,220 

Configuration Management Specialist $45,220 

Software Maintenance Specialist $63,713 

Network Operations Supervisor $62,987 

Help Desk Operator $39,700 

Table 2-36 identifies the full-time equivalent (FTE) persons required per labor category 
for the LaTIS network.  It is anticipated that LaTIS will require a Network Systems 
Engineer and Engineer to track and supervise the LaTIS network.  A Security 
Administrator has been added to account for maintaining the security between LaTIS and 
the DOTD network.  Two Network Technicians have been included to provide daily 
support for the LaTIS device and network components that are not maintained by DOTD 
technicians.  The Configuration Management Specialist and Software Maintenance 
Specialist will track and perform changes to the LaTIS system.  Additional, Help Desk 
support has been included to supplement the DOTD Help Desk (i.e., increase the hours of 
operation).  

Table 2-40  Full-Time Equivalent Positions Per Labor Category 

Labor Category FTEs

Network Systems Engineer 1 

Network Engineer 1 

Network Security Administrator 1 

Network Technician 2 

Configuration Management Specialist 1 

Software Maintenance Specialist 1 

Network Operations Supervisor 0 

Help Desk 2 
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2.11.10.5 Communic

The unloaded hourly rate fo erformin ment maintenance is 
$21, per the Louisian  (http://w l.state.la.us).   

Network equipment m l be required w  a partial or complete outage 
occurs due to LaTIS .  Service providers are assumed to be 
responsible for maintaining premise network equipment owned by them.  However, 
LaTIS will be responsible for maintaining its own networking equipment.   

Assuming a required availability of 99% and a MTTR of 4.5, the LaTIS system should 
experience approximately 20 failures per year.  However, previous experience 
maintaining the CHA rate o ximately 240 network/system 
failures per year.  It i ne-third of thes
call support, where as the remainder will be covered by the FTEs.   Table 2-41 illustrates 
that number of hours that will be required by a LaTIS network technician to achieve the 

ations Equipment Maintenance 

r individuals p g LaTIS Equip
a Department of Labor ww.ldo

aintenance wil henever
 equipment malfunction

RT network has shown a f appro
s expected that o e failures will be provided using on-

desired availability. 
Table 2-41  On-Call Maintenance Per Year 

Failures/Year Hours/Failure Number of Technicians Hours/Year 

80 4.5 1 360 

2.11.10.6 Network OAM&P Cost Estimate 

The previous section derives the unloaded salaries and FTEs required for the full-time 
labor and the unloaded hourly rates and service hours required for LaTIS 
communications and equipment maintenance.   The assumed loading factor for the full-
time labor is 2.0, and for on-call labor is 2.5. 

Table 2-342 presents t  estimate for network operations and 
maintenance labor for the LaTIS system.  Referring to the final column of the table, the 
annual labor cost for the 1,017,512.  These nnual costs apply to the life 
cycle years and are expec ting DO  maintenance staff. 

he loaded total cost

architecture is $  a
ted to supplement the exis TD
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Table 2-42  Loaded LaTIS Telecommunications OAM&P Costs 

Labor Category Unloaded Salary FTEs Cost/Year 
Network Systems Engineer $88,200 1 $176,400 

Network Engineer $72,300 1 $144,600 

Network Security Administrator $60,033 1 $120,066 

Network Technician $45,220 2 $180,880 

Configuration Management Specialist $45,220 1 $90,440 

Software Maintenance Specialist $63,713 1 $127,426 

Network Operations Supervisor $62,987 0  

Help Desk $39,700 2 $158,800 

On-Call   $18,900 

TOTAL   $1,017,512 

In order to provide a more accurate picture of Network OAM&P costs it is necessary to 
include the necessary costs for equipment spares.  Based on pervious experience we have 
found it necessary to maint ent types deployed in the 
networ La ity r t vailability, it 
will be necessary to replace equipment from spares prior to receiving the repaired or 
replacement unit from the vendor.   According to the communications equipment costs 

end budgeting $259,098. per year for 
maintenance spares.   

As discussed in a previous section, the consideration of a distributed statewide LaTIS, 

tewide 
operational concept.  Basic functionality of the software is to manage the acquisition, 
collection, delivery, and distribution of LaTIS data and video from the statewide TMCs 
to the ATM/EOC for processing.   The software costs discussed in this section, and the 
details of the software presented in an appendix are based on modification to the CHART 
2 system.  Please note that the estimated the software costs are based on CHART 2 
because of CSC’s knowledge of the system and software.  This should have no bearing  
on the decision by Louisiana DOTD to use either CHART 2 or MIST. 

ain a 10% spares pool for all equipm
k, due to the TIS availabil  requirements.  In orde o maintain a

discussed in the previous section we recomm

2.11.11 Communications Software 

implies some data acquisition, management, and control capability to make data available 
to the ATM/EOC, since it would not arrive there as its initial destination. This section 
summarizes the costs associated with acquiring, developing, and maintaining 
representative software costs capable of supporting operation for a LaTIS sta
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The communications software costs can be subdivided into two groups: 
• Common or Commercial Off-The-Shelf Software 
• C munications Softwar

Table 2-43 derives the estimated software costs for LaTIS.  As indicated above these 
estimates are based on CHART 2, in orde vide LaTIS with an idea of the software 
cost tem. 

Telecommunications construction costs for ITS networking can be broken down into 3 

ject and the assets 
trade proposal with Sun America, DOTD has expressed confidence that access to fiber 

42,527.00 $26,296.00 4.7 $323,830.00 $647,660.00

ustomized Com e 

r to pro
s necessary to complete the sys

Tabl unicatio sts 

ect Broker 00
tration No 0

abase 0

e 2-43  Comm n Software Co

Category Purchase Maintenance FTE Unloaded Cost Loaded Cost
Obj $7,485.00 $15,000.
Arbi tification $12,995.00 $1,857. 0
Text to Speak $2,500.00 $5,000.00
Dat $4,547.00 $1,944. 0
Development Tools $15,000.00 $2,495.00
VSLS 0.6 $41,340.00 $82,680.00
Traffic Signal Controller 0.8 $55,120.00 $110,240.00
Weather Sensor 0.4 $27,560.00 $55,120.00
SeadyState Comms 0.2 $13,780.00 $27,560.00
Testing Field Devices 0.8 $55,120.00 $110,240.00
Video Switch Control 0.6 $41,340.00 $82,680.00
IP Video Display 0.6 $41,340.00 $82,680.00
IP Camera Control 0.2 $13,780.00 $27,560.00
Test Video 0.5 $34,450.00 $68,900.00
TOTAL Software $

2.11.12 Construction (Fiber) 

broad categories: 

• Long-haul backbone fiber and the associated infrastructure to support it. 

• Tails to provide fiber connectivity from the backbone to stakeholder facility sites.  

• Build-outs to Roadway Subsystem ITS device sites for data collection.   

2.11.12.1 Backbone and Tail Costs 

DOTD is clearly committed to the strategy of pursuing resource-sharing and assets-
trading opportunities to obtain access to long-haul fiber optic cabling.  Through this 
strategy, DOTD has successfully obtained access to fiber strands and tails in the north 
and the south.  Between the possible resurrection of the Primelink pro
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along the I-49 corridor eventually will be obtained to connect the northern and southern 

-outs to reach the 
Sco nd District 04 in Bossier City.  
Consequently, there is little need to calculate long-haul fiber construction and facility tail 
cos to an adhoc request for costing information to 

ge cost of $211,200/mile. 

The CHART Telecommuni n be consulted to gain an 
idea of the cost factors involved with estimating long-haul fiber construction costs.   The 
most important conclusion of the CHART study is that in most situations, leasing 
communications services is less expensive than building fiber.  Long-haul fiber plant 
construction is very expensive and is justifiable only when working to a business model 
where there are large strand counts carrying enough traffic to generate revenue sufficient 
to recover the construction costs, in addition to maintaining and operating the network.  
The recent slumps in the telecom and fiber industries are in part attributable to the 
aggressive implementation of fiber networks (in large measure facilitated through 
resource sharing agreements) in advance of demand for their communications services.  
Simply put, a lot of fiber has been laid in areas where there is currently insufficient 
demand and it is underutilized. 

2.11.12.2 Device Site Cost 

Within the context of LaTIS, there are many unknowns that prevent the development of 
ctivity to device sites.  First, statewide planning 

has not reached the point where accurate projections can be made for the number of 

location data available for this study is from the Baton Rouge, Interim 
Ne O ette and 
Shr nning has 
not a
Ch  materials 
only c ong-term, 

ts as representing long-term planning estimates.  
will be available to deploy all of the projected 

factors that need to be known include: 

fiber.  Either of these initiatives is also expected to provide needed build
tt regen station, District 08 in Alexandria, a

ts for this study.  However, in response 
assist DOTD in evaluating the Sun America proposal, CSC estimated the construction 
costs for a north/south fiber link at nearly $48.9 million.  With an estimated fiber mileage 
of 231.5 miles, this works out to an avera

cations Analysis Summary Report ca

accurate cost estimates for fiber conne

devices that would be viable candidates for fiber connectivity.  To date, the only detailed 
LaTIS device site 

w rleans TMC, and Fog Project plans.  Planning for ITS in Lafay
eveport/Bossier has just started and is projected for completion in 2003.  Pla
 st rted for all other potential ITS locations (Alexandria, Hammond, Houma, Lake 
arles, Monroe).  Additionally, the Baton Rouge and New Orleans planning

over the near-term deployment of devices.   CSC interprets the l
statewide 10-year projected device coun
There are no guarantees that funding 
devices or that the other potential regional ITS implementations will ever be deployed.   

Second, detailed device location data is essential to developing accurate device site fiber 
connection cost estimates.  Because the majority of the statewide planning is yet to be 
completed or performed, this data does not exist for the most part.  Several important 
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• Linear distance between the device and the nearest trunk fiber splice point. 

• Relative position of the device to the trunk fiber, or in other words, what side of 
the road is it on?  This will indicate whether directional drilling or boring under 
the roadway is needed to reach the trunk fiber. 

• The type of terrain – depending on the lay of the land, some options may not be 
viable.  As an example, with the prevalence low sea level, marshy terrain in 
southern Louisiana, the high water table may preclude buried cable.  Another 
pertinent example is if the device is on elevated roadway.  The cost of laying fiber 

communications Analysis Summary Report).  Maryland 
had acquired access to enough fiber strands to make device data collection a feasible 

 CSC had the advantage of having a fully 
defined statewide site location plan.  All device types and their locations to the exact 

The leased cost estimates provided in this study provide metrics that can used for 

n start summing up the recurring costs of a leased 

in conduit on elevated structures is significantly higher than for buried or aerial 
alternatives. 

Third, with the exception of Baton Rouge, it is not known if additional fiber for device 
data collection will be available in any other region.  Opportunities to use the existing 
DOTD fiber resources are restricted by the limited number of free strands and by the fact 
that DOTD has access only at a small number of geographically dispersed manholes.  
Without closely spaced access points, device data collection via fiber is not practical.   

An illustrative cost figure that can be used for comparative purposes is the average device 
site fiber construction cost developed for the CHART Telecommunications Study (see 
Section 4.2.1.3 of CHART Tele

alternative.  While performing the study,

highway mileposts and side of the road were known.   Additionally, it was also known 
that SHA had access to splice into their strands at manholes and handholds located, on 
average, every half mile.  From this, an accurate profile of an average device site that 
could be used as a costing model was developed and approved by SHA. 

Based on this model, the average estimated device connection cost was $13,750 per 
device.  This figure includes both the construction costs associated with laying fiber from 
the nearest access point to the device site plus the electronics (i.e., fiber optic transceivers 
and supporting mounting hardware) needed to light the fiber.  Assuming an inflation 
factor of 5% per year, the figure adjusted for inflation is $18,426 per device site. 

2.11.12.3 Construction Cost Analysis Guidelines 

comparison when evaluating resource share and asset trade proposals; and making 
decisions between building fiber, leasing, or using wireless/microwave to reach facilities 
and device sites.  When evaluating a particular communications link, start by estimating 
the terminating equipment costs and the
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circ t st the 
com n
wir s
cross o
The ke ears it takes to reach the breakeven 
poi

A thre
the bre
cost ef
leasing would be considered more cost effective.  Of course, this means that establishing 
a viable threshold point is a critical part of the analysis.  Some of the factors that could be 

ar 

ui (s) providing suitable bandwidth.  Next, compare these figures again
bi ed construction, equipment, and maintenance costs of the proposed fiber or 

ele s link.  The cumulative leasing costs will eventually reach the point where they 
ver and exceed the construction/implementation cost (i.e., the breakeven point).  
y to the analysis is examining the number of y

nt.   

shold point (in number of years) needs to be set to judge the breakeven points.  If 
akeven point occurs before the threshold, then building would be considered more 
fective than leasing.  If a breakeven point is reached beyond the threshold, then 

used to define the threshold include: 

• Project Implementation Schedule – Large projects such as LaTIS take many years 
to reach full deployment.  The projected device counts from the requirements 
section imply that a 10-year deployment is envisioned.  Ten years was used as the 
threshold for the CHART study because the program had a detailed 10-ye
implementation plan. 

• Technology refresh rate – Number of years of service that can be expected before 
transmission equipment becomes obsolete or fails and has to be replaced. 

• Life span – Number of years estimated for the serviceable lifespan of the fiber or 
microwave infrastructure.   
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2.12 Life-cycle Communications Costs 
This section presents the estimated LaTIS communications costs for the alternative 
interconnection scenarios, reflecting current uncertainties about the availability of a 
north/south fiber link, upgraded microwave communications, options for leased circuits 
for redundancy and path diversity; communications equipment purchase and deployment; 
and OAM&P. 

Section 2.12.1 presents the costs of the five cost elements. Section 2.12.2 combines the 
costs of all cost elements to present and analyze the life cycle costs for all architecture 
options.  

2.12.1 Cost Element Life Cycle Costs 

Sections 2.12.1.1 through 2.12.1.4 present the ten-year life cycle costs for backbone 
leased circuits, communications equipment, network OAM&P, and communications 
software, respectively. 

2.12.1.1 Leased Circuits 

Section 2.12.2 presents the steady state monthly recurring costs that are reached when all 
leased circuits to be installed have been installed. The circuit installations will be phased 
over time over a ten-year life cycle. 

Table 2-44 presents a representative time-phased plan for Phase 1, 2, and 3 circuit 
installations.  

Table 2-44  Estimated Phasing of Leased Circuit Installations Within Phases 1, 2, and 3  

Using this plan, Tables 2-45 and 2-46 present the annual and cumulative leased circuit 
costs for the ten-year life cycle without North/South microwave and with North/South 
microwave, respectively. Referring to the figures, $33,493,221.06 - $29,202,165.06 

 = $4,291,056 will be saved if North/South microwave is available. 
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Table 2-45  Life Cycle Annual and Cumulative Leased Circuit Costs With No North/South Microwave 

 
Table 2-46  Life Cycle Annual and Cumulative Leased Circuit Costs With North/South Microwave 

ent over the ten-year network life cycle. 
nnual and Cumulative Communications Equipment Costs 

Table 2-48 presents the life cycle annual and cumulative network OAM&P costs. 
Referring or and 

 

2.12.1.2 Communications Equipment 

Table 2-47 presents the life cycle annual and cumulative communications equipment 
costs. Referring to the figure, a total of $1,744,150.04 will be expended on 
communications equipm

Table 2-47  Life Cycle A

 

2.12.1.3 Network OAM&P 

 to the figure, a total of $12,766,100.00 will be expended on lab
equipment sparing over the ten-year network life cycle. 

Table 2-48  Life Cycle Annual and Cumulative Network OAM&P Costs 
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2.1

2.1

he one-time and recurring costs associated with each of the four cost elements for each 
phase and architecture option are summed and compared. 

Tables 2-50 and 2-51 illustrate the life cycle costs without and with North/South 

Table 2-51  North/South Microwave Used 

 

 

2.1.4 Communications Software 

Appendix F derives the life cycle communications software costs.  Table 2-49 presents 
the result. Referring to the figure, a total of $953,147.00 will be expended on 
communications software over the ten-year network life cycle. 

Table 2-49  Life Cycle Annual and Cumulative Communications Software Costs 

 

2.2 Rollups 

T

microwave, respectively. The total life cycle costs excluding North/South microwave is 
$48,956,618.10 compared to $44,665,562.10 if North/South microwave is used. This 
yields a saving of $4,154,031.00 over the life cycle.  

Table 2-50  No North/South Microwave 
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3  ITS Project Implementation Plan 

Working in collaboration with LADOTD, the ITS Advisory Council and participating 
agencies, ITS will be deployed throughout the entire state in phases.  This approach takes 
into consideration budgetary constraints as well as the location of the regions in relation 
to the Gulf of Mexico.  It was determined by the participants that early deployment 
hould focus on the southern region of Louisiana because of the effects of storms coming 

inland from the gulf.  

 installation of the operating system 
that will eventually connect the freeway management operations for all of the centers 
throughout the state.  New O e first phase of deployment 
scheduled to let by the end of the 2001/2002 fiscal year. 

Planning efforts have already begun for Lafayette, Houma and the next phases for both 
Baton Rouge and New Orleans. 

 regional TMC is in the planning stages for the New Orleans area.  LADOTD District 2 
office will house this fun ers are also planned for 
Houma/Terrebonne Parish and Lafayette. 

Primarily, the work effort is in the development of the plans, specifications and estimates 
for deployments in specific areas.  A concurrent effort with the construction work will be 
to establish the operating system that will communicate with and control the devices 

eployed in the field.   

3.1 Phased Approach to ITS Deployment 

s

3.1.1 Southern Region, New Orleans, Baton Rouge, Houma and 
Lafayette 

An initial early deployment effort was undertaken in the capital city to kick off the 
statewide ITS effort.  A regional TMC has been built and houses several of the city’s first 
responder agencies as well as the 911 dispatch center.  Continuing planning and 
deployment efforts are in place as well as the initial

rleans is well underway with th

A
ctionality in the interim.  Cent

d
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3.1.2 Northern Region, Shreveport/Bossier City, Monroe, 

The Strategic Deployment Plan for Shreveport/Bossier City has been developed.  The 
pecifications and estimates 

for communications and field devices and is scheduled to begin third quarter 2002. 

r Stations, Dynamic Message Signs. Variable Speed Limit Signs 
and Radar Vehicle Detectors.  Devices will be located on I-20 and I-49 in Shreveport, 
along I-10 from Lafayette to Baton Rouge, along I-55 from New Orleans to Ponchatoula 

ide to structure ITS applications 
over the next 20 years.  For practical and financial reasons, the software architecture 

 operates ITS devices in one general area and replicate 

different locations, or multiple applications. 

• Participating organizations and institutions 

• Geography 

• Transportation system condition 

• Communication network 

Alexandria 

next phase of work will involve the development of plans, s

3.1.3 Statewide, Districts and Rural 

The Reduced Visibility Enhancement or FOG project is a statewide effort for the 
deployment of Weathe

and again on I-10 from New Orleans East to Oak Harbor. 

3.1.4 Advanced Transportation Management System (ATMS) 
Architecture 

Louisiana faces a series of issues concerning the selection of an ITS software solution for 
use statewide. These issues are discussed here in an attempt to frame the concerns and 
develop a recommendation for an approach.  This paper takes an architectural perspective 
on how the LADOTD and participating agencies may dec

choices open to LADOTD are as follows: 

• One local application that
the system to other areas; or  

• A statewide application that allows shared control across multiple locations; or 

• A series of differing applications at 

Development of a completely new software package is not considered here.  There are a 
number of factors to be considered in the decision process that will lead to an appropriate 
architecture choice.  These include the following: 
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• Time 

Costs • 

The Department of Transportation and Development (DOTD), Louisiana Office of 
State Police (LSP), LADOTD regional 

offices, local cities, local Offices of Emergency Preparedness (OEP’s) and the Causeway 

Storm related evacuations are a major concern for emergency responders.  Efficient 
ns have 

been identified to support this type of major event. Regional Traffic Management Centers 
are currently planned for New Orleans, Baton Rouge, Shreveport/Bossier City and 

f Engineers that can determine flood locations.  
Lastly, the Causeway Commission has a series of traffic devices on the Causeway across 
Lake P
centers  in Baton Rouge. 

3.1.4.3 Transportation System Condition 

Section 1.7.7.1 lists the four levels of transportation system condition.  During normal 

stem must at a minimum support the 
nee  h the development of the statewide 
transportation management system, road condition information will be available to assist 
the responsible agencies with decisions regarding traffic management. 

which are defined in the sections below. 

3.1.4.1 Organizations and Institutions 

Emergency Preparedness (LOEP), Louisiana 

Commission all have operational roles to play in the use and features of the software 
application(s) that will control traffic and disseminate information.  These roles and 
responsibilities are described in the Concept of Operations section of this plan. 

3.1.4.2 Geography  

evacuation of the public from harms way is a primary focus.  Key TMC locatio

Lafayette.  In addition, District control centers are planned for Lake Charles, Monroe, 
Alexandria, Houma and Slidell.  The Reduced Visibility Enhancement (RVE) or FOG 
project implementation is throughout the state from Baton Rouge to Lafayette along I-10, 
New Orleans to Hammond along I-55, New Orleans to Slidell along I-10 and in the 
Shreveport/Bossier region. There are 110 sites across the State where water level gauges 
collect data for the USGS and the Corps o

ontchartrain.  In addition, the LOEP and LSP have under construction operations 
 located on the same property

conditions, the LADOTD has the primary responsibility for the state and federal 
roadways.  As conditions deteriorate, the roles shift with the department moving to a 
support position.  The statewide transportation sy

ds of these four roadway conditions.  Wit

PB Farradyne 
CSC 

3-3



Louisiana Statewide ITS Implementation & Telecommunications Plan 

 
3.1.4.4 Communications Network 

A significant aspect to deploying ITS applications and technology is the availability of 
ure.  In recent years, LADOTD has entered into 
c service providers, granting permits allowing 

) to lay fiber optic trunks in exchange for 
vices.  From the successful resource sharing 

cost-effective communications infrastruct
resource sharing agreements with publi
them access to highway right-of-way (ROW
access to fiber strands, or equipment and ser
agreements, multiple dark fibers along I-20 between Shreveport and Monroe and along I-
10//I-12/I-55 between the Texas State line and New Orleans have been obtained, along 
with the networking and fiber optic transmission equipment needed to use the fiber in the 
south.  LADOTD is investigating options in obtaining fiber along I-49 that would allow 
interconnecting the fiber segments in the north and south.   
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accommodated in a single statewide application. Even though the primary agency 

3.1.4.5 Time 

Timing will affect the decision process as various implementation plans and system 
designs are underway with future phases planned.  Similarly, software packages that meet 
all of the statewide requirements are not yet available. 

3.1.4.6 Costs 

Costs that are affected by the application choice include those associated with: 

• Initial installation 

• Required hardware 

• Operations 

• Maintenance 

• Updates 

3.1.5 Discussion of the Factors 

According to the LADOTD policy on the operation of TMC’s, the department will 
“Develop a regional and centralized TMC concept of operations”.   

The Regional centers are to be operated by local governments and/or by the LADOTD.  
These regional centers are likely to be operated by LADOTD’s district offices.  Including 
the five proposed District TMC’s there may be as many as nine throughout the state.  The 
Reduced Visibility Enhancement or FOG system will also be operated by LADOTD.  
Some of the device locations for this project geographically overlap with locations of 
other ITS devices defined in ongoing and planned LaTIS projects. 

The water level monitoring devices operated by the USGS under the Hydrowatch are not 
directly related to traffic control. It is assumed that the data from these devices will be 
made available to LADOTD operational staff.  The data will be viewed by the LADOTD 
in context of road closures and emergency operations.  Such information can also be used 
by the LOEP during the determination of evacuation recommendations. 

Differing agencies or centers will need to monitor some of the same devices.  The ability 
to transmit the information to multiple locations in real-time can be readily 
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operators may n
be able to see t

ot be directly controlling ITS devices, it would be advisable for them to 
he conditions that are being monitored and the information that is being 

r devices. 

mmunication network usually has a significant impact on the choice of 
ires less 

communications capacity than a system application that allows shared control across 
multiple locations, as the replicated systems are to some level autonomous.  However, 
since the design of the LADOTD owned communication network is to link the various 
dep  the long haul communication costs are not a significant factor 
in the decision.  The costs to join each TMC to the range of devices will be the same for 
any f ted options and thus the communication costs are not a factor to 
influence the decision. 

There are a series of Louisiana specific needs that include the following: 

• An architecture that will allow real-time interchanges of data among the 
LADOTD, the LOEP, the LADOTD districts, city TMC’s, city OEP’s and the 

ugh normal, incident 
and emergency conditions. 

es such as the USGS 
HydroWatch project water level information and disseminate these data to all 

disseminated.  This is possible with both a statewide and a replicated local application.  
However, as conditions deteriorate to a situation that involves evacuation of one or more 
of the TMC’s, it would be desirable to have the option to relocate the evacuated staff to 
another TMC where they could continue to operate thei

The available co
application.  The replication of an application to multiple sites requ

artment district offices,

 o  the sugges

Causeway Commission. 

• Processes within the architecture that will support public safety needs of all 
agencies involved in operating the transportation network thro

• An architecture that will allow (under emergency conditions), staff from one 
region to relocate to another and continue their operations of the transportation 
network. 

• An architecture that will readily integrate other data sourc

operational agencies. 

• An architecture that provides operational efficiencies such as minimizing 
maintenance, flexible staffing policies, variable staffing hours, ease of updating. 
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3.1.6 System Review 

Candidates: 

There are 5 systems from other states that were reviewed using the needs for Louisiana as 

Table 3-1  State and System Features 

California 
hquakes 

• Software is not available from Caltrans 

a basis for consideration and comparison.  They are the as follows: 

• California: NET system, CALTRANS 

• Georgia: Navigator 

• Texas: TransGuide 

• Massachusetts: DYNAC 

• Maryland: CHART II 

• Designed to accommodate control from other TMC’s for eart

• NET retains right to source code 
• Currently only District 7 under contract 
• Delays of several years have occurred 
• Naviga

Georgia 
tor is not a statewide system 

• Has central database 
• Atlanta system replicated in Savannah and other locations 
• Legacy system 
• SwRI C2C applications 
• Applicatio

Texas 
ns not applicable for LaTIS 

Mas h
• Integrated CCTV with automatic switching  

Automatic emergency vehicle location, reporting, and dispatch.  
• VMS, HAR and telephone 
• Closed loop control of ventilation systems based on air quality measurement and 

sac usetts • Traffic monitoring and automatic incident detection.  
• Incident response management.  
• 

traffic density.  
• Like NAVIGATOR not a statewide distributed system, has central database 
• Fu
• Maryland 

nctions suit Louisiana’s needs 
Real-time interchange LADOTD, LOEP, LADOTD districts, City TMC’s, City 

• Integrate other data sources - USGS Hydrowatch project. 
• Operational efficiencies, minimizing maintenance, flexible staffing policies, 

variable staffing hours, easy updating. Redundant communication paths 
• MD has agreed to provide code 
• MD intends to put source code on internet 
• Multiple developers will benefit all 

OEP’s Causeway Commission. 
• Support public safety under normal, incident and emergency conditions.   
• Staff movement one TMC to another. 
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The requirements listed in section 1.9 can be met by the use of a statewide software 
application that can run simultaneously in all TMC’s.  The two current statewide systems 

re operated by DOT’s in Maryland and California.  The 
Maryland DOT’s system is designed to accommodate a series of TMC’s that can share 

ces deployed across regions within the state.  The California Department 
of Transportation (Caltrans) system is also designed to share control if some TMC’s 

the system integrator 
ma  the Maryland State Highway Agency has 
indicated that they will provide interested parties with the source code for their software 
kno

Time is an issue as the design and installation of the Baton Rouge freeway management 
sys ition, the RVE (FOG) system project is imminent but the 
controlling software is not defined.  Local cities are considering installation of additional 
ITS applications. Currently a local MIST® system is available in Baton Rouge. 

There are features within n in the 
uge TMC; that ar ate, including a Map Graphical 

User Interface (GUI), the tor data and video images to a 
Web server.  This system terim TMC to be located in the 
DOTD District 2 offices. second installation, the state of 

na will hold a so that will give them the right to as many 
installations as they wish  fee.  The costs 

iated with subsequen hen include additional features and device 
driver development if nece  acceptance testing and training.  
Other costs associated wi ould include a video wall, 

pment, and ftware licenses (e.g. 
Windows, Sybase SQL Da

that meet these features a

control of devi

become inoperable due to earthquakes.  The status of the Caltrans system is that the 
ownership of the source code is in dispute between the State and 

king it unsuitable for adoption.  However,

wn as CHART II. 

tem is well underway.  In add

the existing freeway management system in operatio
Baton Ro e required and desired by the st

data pump which exports detec
will also be installed in the in
  Upon acceptance of the 

Louisia ftware license 
 within the state for no additional licensing

assoc t installations will t
ssary, integration, installation,
th the establishment of a TMC c

computer equi other commercial off the shelf (COTS) so
tabase, etc.).   
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3.2 Requirements Review 
There are eight administrative requirements defined previously in Section 1.  Each 
requirement will be addressed as to it’s availability in the freeway management system in 
use for the Baton Rouge area or what would be required to established the necessary 
functionality. 

• TMC operators should have the ability to log in to the system in a manner that 
ensures system security.  TMC managers should have the ability to limit and 
control the rights of any individual operator in a manner that ensures system 

security is maintained by controlling the access privileges for 

i.e., dial-up networking, Virtual 
Private Network (VPN)). 

o With the current FMS software, whenever an incident 
event is being edited or modified by an operator, all other 
operators are locked out of that event until released by the 
first operator.  The transfer of ownership is currently not 
available and would require function development and 
programming. 

• TMC’s or agencies will maintain control over their respective ITS devices. 

o With current functionality, all devices are accessible via 
the local or regional server.  Only valid operator id’s on a 

security.  

o System security is provided at multiple levels.  Login to 
the network is password protected and a separate login is 
required for the FMS software.  Within the FMS software 

each user.  TMC managers with administrative access will 
have the ability to control the access level for each user. 

• The system should have the ability to allow operators to move from one TMC to 
any of the other TMC’s and maintain their operating abilities.  It should allow 
users to log out/log off and transfer control or ownership of events to another user.   

o Access from outside a TMC is available via a Remote 
Operator Interface.  This interface is a software client that 
may reside on another workstation within any TMC or even a 
laptop computer.  Remote access to the FMS server is 
provided using any industry standard network 
communications method (
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particular server can access those devices associated with the 
server. 

gging of operator actions and events. 

ided. 

• 
 will also be provided. 

• The sy om logging 
out of olled.  

time-
out” if inadvertently left active by the last operator. 

• 

The technical

• Monito tworks, and 
where 

necessary for the system to be able to receive and process the 

• Contro SGS water 
level d

fic detectors.  The interface for a USGS water 

• Contro  designated  
highwa

o Camera devices can be grouped by section. 

• The system should provide for lo

o Logging of all operator actions and events is an available 
feature of the current system. 

• The ability to add a TMC to the network without affecting current operations will 
be prov

o This is possible with current FMS. 

The ability to remove a TMC from the network without affecting current 
operations

o This is possible with current FMS. 

stem shall be shall be structured to prevent the last operator fr
a TMC system when events are open or devices are still being contr

o This feature is not available with current FMS.  However, 
with the current FMS software, all incident events will “

Provision for system updates with minimal downtime will be incorporated. 

o This provision is available. 

 requirements from section 1.9 are as follows: 

r and report problems with ITS devices, communication ne
feasible, external data sources such as USGS water level data. 

o The current FMS does device and communications 
monitoring and problem reporting.  An integration effort is 

USGS water level data. 

l and view the status of DMS, CCTV, traffic detectors, and U
ata. 

o The current FMS provides control and status of DMS, 
CCTV and traf
level data device needs to be integrated into the system. 

l, receive and distribute video from cameras installed on
y sections 
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• Allow  appropriate 

ITS m n response to anticipated events.  Responses will include 

tionality. 

•  a Graphical User Interface (GUI) navigator 
function that will allow them to readily group and access devices by type, user, 
owner

• Provide a LaTIS chat function so that TMC operators can communicate with each 
other.  

 could be 

• Provide browser accessible data to any user connected to the LaTIS wide area 
network (LaTIS WAN).  Such data will include road status, DMS and HAR 

• Allow a LaTIS user with a browser to input data on bridge and road closings and 
openin

• Alert n a device failure or other problem occurs for 

his notification is available currently via a remote OI, 

• Provid  designated 
individ . 

• Monitor the system  and automatically restart failed parts of the system. 

for planned messages to be displayed on DMS, HAR and other
edia i

predetermined messages and appropriate group notifications. 

o The current FMS performs this function via an Event 
Scheduler. 

• Provide a map based graphical user interface (GUI) that shows the location and 
status of all ITS devices and the congestion level at selected freeway and arterial 
locations. 

o The current FMS provides this func

Provide LaTIS participants with

, and location. 

o The current FMS provides this functionality. 

o This feature would have to be added, however a 
commercial product (e.g. AOL or MSN messaging)
used in the meantime. 

messages, video data and current incidents. 

o The current FMS has this functionality. 

gs. 

o This function is not currently available within the system. 

a designated TMC whe
unattended TMC’s.  Escalate this alert to other TMC’s if no first response is made. 

o T
pager or email. 

e for automatic notification by fax, pager, and/or email to
uals and/or groups of users in response to defined events

o The current FMS has this functionality. 
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o Automatic restart of failed system components is not 
available in the current system. 

Integrate the operational procedures of LaTIS with regional 91• 1 systems. 

either directly of indirectly via software 

• 
, agency systems, such as those used by the LSP and the LOEP. 

 Rouge (and 

nt events based on that data and distribute the 

A phased m  a statewide system that meets the architecture 
req e
MIST®

Orlean  Baton Rouge system software to the 
current version.  The databases of both systems would then be populated with all of the 
device inform ices installed under the FOG 
pro t
two ce

The simple ar install within 
eac
reside 
communicatio ve server is 
possible.  In tual Private 
Network (VPN) over the DOTD statewide communications backbone.  The scenario 
sup r
an aba ctive.  However, 
each TMC is  communications are lost to the 
TMC, video ld nor can data transmitted to 
dev

o The FMS can be used to support most operational 
procedures 
functionality and operator input. 

Receive, record and distribute incident reports from other TMCs and when 
appropriate

o The FMS upgrade currently planned for Baton
the new system planned for New Orleans) will have the 
ability to monitor computer aided dispatch data, cr4eate and 
manage incide
information as with other incident events. 

• Have an interface that will readily allow future integration with traffic signal and 
other legacy systems 

o There is a compatible system module for traffic signal 
system control. 

ethod for establishing
uir ments is possible with the system currently in operation in the Baton Rouge TMC, 

.  Coinciding with the installation and integration of the system for the New 
s area, it would be necessary to upgrade the

ation for both regions, including the dev
jec .  This duplication of the databases will provide system redundancy between the 

nters. 

chitecture phase design for the statewide system would be to 
h TMC an Operator Interface (OI) to the other center systems.  This interface could 

on a separate workstation or on an existing OI workstation.  A separate 
ns path for connection from each interface to their respecti

ternet connectivity for a remote OI is possible using a Vir

po ted by this architecture is that it will allow remote control of the MIST® system in 
ndoned TMC as long as power and communications are still a

a single point of failure.  Once power and/or
and data cannot be retrieved from the fie

ices such as message signs. 
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The next pha f all system 
databases and pending New Orleans system and the 
cur tate and 
ma s to the 
developer.  T used in the 
LaTIS system  Currently, 
the detector d rmation and the CCTV video is pumped 
fro t
headqu
region
server.  This s all device 
information f

This architect their normal 
region.  It wi  to add selectable device control 
sec t
Softwa
to mirror each database to the others will need to be designed and integrated.  There are 
many comme ity once the 
design requir n determined.  The chosen system would then have to be 
integrated into the statewide system. 

hich controls the communications channels from field devices to system 
servers.  Another involves the use of hardware serial/IP port servers.  This method 

se of the statewide system would include the synchronization o
 maps.  A requirement for the im

rent Baton Rouge system is to have one set of maps that covers the entire s
ps for each region.  The GIS group within DOTD has provided these map

he goal is to have a unified consistent look and feel to all maps 
, whether they appear on the OI’s or on the public Web pages. 
ata that provides congestion info

m he system in the Baton Rouge ATMEOC to a Web Server located in DOTD 
arters.  When conditions warrant, the TMC that picks up control for another 

 would then send the pertinent data and video to a designated department web 
 would be possible because each system database server know
or every region within the state. 

ure however will not prevent operator access to devices outside 
ll be necessary to enhance the MIST system

uri y by operator, which is an administrative requirement within the Statewide 
re Architecture.  Another important issue is database maintenance.  An application 

rcial mirroring applications that would be reviewed for suitabil
ements have bee

This scenario is possible with modifications to the communications architecture of the 
software system.  Communication can be established with relative ease to devices that are 
Internet Protocol (IP) based and accessible via the DOTD WAN.  It will be imperative to 
establish policies and procedures for control of devices outside of ones normal operations 
in to prevent conflicts, especially with messages sent to a DMS.  There are different 
options available for serial based device communications that include “channel bank 
switching” w

basically sets up virtual communications ports on an IP network.  Communication with 
any field device can be accomplished from any server with connection to this IP network 
in conjunction with appropriate security measures.  
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3.3 Implementation of Short-term Projects  
LaTIS implementation has already been initiated through extensive planning resulting in 
Concepts of Operations and implementation recommendations for New Orleans, Baton 
Rouge, Lafayette and Shreveport/Bossier City. Additional implementation planning is 
anticipated for the Houma/Thibodaux region. A TMC has been constructed and is 
presently providing traffic information to the public via the World Wide Web in the 
Baton Rouge Region. Plans for a New Orleans Regional TMC are underway with an 
interim center to be located in the LADOTD District 02 offices. 

3.3.1 New Orleans Region 

Recommendations for short term project implementation in the New Orleans Region 
were derived from information contained in The Preliminary Implementation Plan 
prepared by URSCorp, February 2002.  The southern portion of the state is considered a 
higher implementation priority due to the need to expeditiously establish traffic 
operations systems that can assist in emergency hurricane evacuations.  

Each of the projects is described on a separate “green sheet” to facilitate monitoring and 
budget planning. The initial green sheets describe short-term (1-8 years) projects for the 
New Orleans region, followed by green sheets for short-term projects for Baton Rouge, 
Lafayette and Shreveport/Bossier City. 

 It should be noted that the Statewide Reduced Visibility Enhancement project was let to 
contract in 2001 and is under construction at the time this report is being finalized. The 
remaining projects are proposed for contract letting during the next 3 to 5 years. Green 
Sheets for short term ITS implementation for all regions are contained in Appendix E. 
The following table displays interim and short-term projects for the New Orleans Region.  
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Table 3-2  New Orleans Region Short Term Projects 

Project Name Approx. Letting Date Cost Estimate 

Interim 1a. Freeway Control June 2002 $575,000 

Interim 1b. Incident Mgmt. June 2002 $3,400,000 

Regional TMC Design 2002 $550,000 

Regional TMC Const. March 2004 $4,500,000 

TMC Equip, Video Wall, Etc. December 2004 $1,500,000 

N. Shore ITS Deploy. Ph. 1 Design May 2002       Const. Mar. 2004 $4,570,000 

N. Shore ITS Deploy. Ph. 2 Design Mar. 2002        Const. Sept. 2003    $1,460,000 

West N.O. Incident Mgmt. TBD – Let w/ I-10 const. $5,050,000 

Cent. N.O. Incident Mgmt. Design Mar. 2004       Const. Jan. 2006 $5750,000 

N.O. Thorofare Incident Mgmt. Ph 
3 

N.O. Thorofare Incident Mgmt. Ph 
4 

Design Jan. 2007         Const. 2009 $11,280,000 

Design Mar. 2005       Const. Jan. 2007 $4,870,000 

Crescent City Appro. – US 90) 
Trav. Info. Ph 5 

Design 2009                Const. 2010 $4,970,000 
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3.3.1.1 Additional ITS Related Projects to be Implemented in the New 
on 

The projects noted in the above tables represent the major short-term implementation 
efforts for ITS in the New Orleans region. However, several other initiatives that involve 
ITS will be implemented between 2002 . The agencies involved in the 
implementation include the Greater New Orleans Expressway Commission (GNOEC) 
frequently referred to as the “Causeway Commission”, who will be providing ITS 
devices and systems to improve travel on the Lake Pontchartrain Causeway, LaDOTD 
who will be improving traffic signals along ns streets that are  as 
sta ferson Parish  New Orleans who will also be 
implementing signal improvements. This work will include the following projects: 

T

Orleans Regi

and 2011

 New Orlea  designated
te highways as well as Jef and the City of

able 3-3  GNOEC PROJECTS 

Cost E g Sour

seway Bridge – North RVD,

Deployment 

CTV, DMS $1,440,000 TBD 

Shore Approach ITS 

useway Bridge ITS 
nt 

Ro Weather Information, $3,900,000 TBD 

Project Description Project Components Preliminary 
st. 

Scheduled 
Lettin

Date 

Funding 
ce 

Cau
Shore Approach ITS 

 C TBD 

Causeway Bridge – South 

Deployment 

RVD, CCTV, DMS $870,000 TBD TBD 

Ca
Deployme

adway 
Advanced Traveler 
Information, Incident 
Management Systems 
Including DSLS, RVD, CCTV  

TBD 
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Table 3-4  DOTD’s New Orleans Traffic Signal Improvement Program 

ject Description Pro Project Components Preliminary 
Cost Est. Letting 

Date 
Source 

Airline/Interstate Signal 
Improvements 

Upgrade and replace field 
hardware and controllers 

$1,568,000 Let to 
contract in 
FY 2001 

STP Flex 
100% 

Jefferson / Belle Chase Signals Upgrade and replace field 
hardware and controllers 

$675,000 FY 2002 STP Flex 
100% 

Kenner / River Ridge Signals Upgrade and replace field 
hardware and controllers 

$ 675,000 FY 2002 STP Flex 

Scheduled Funding 

Metro Signal System Expansion 
St. Charles and Plaquemines 
Paris

Upgrade and replace field 
hardware and controllers 

$ 675,000 FY 2003 STP Flex 

hes 

 2003

I-10 East Interchange 
Improvement

Up
s and Signal 

Upgrades 

grade and replace field 
hardware and controllers 

$1,600,000 FY 2003 STP > 
200k 

Avondale / Barataria Signals Upgrade and replace field 
hardware and controllers 

$ 675,000 TBD TBD 

Crescent City Connection Signal 
Upgrade Program 

00 Funds Upgrade and replace field 
hardware and controllers 

$1,500,0 TBD Toll 

Gretna / Metairie Signals Upgrade and replace field 
hardware and controllers 

$ 675,000 FY  STP Flex 

 
Table 3-5  Jefferson Parish Program 

Project Description Project Components Preliminary 
Cost Est. 

Scheduled 
Letting 

Date 

Funding 
Source 

Terry Parkway Signals Upgrade Upgrade and replace field 
hardware and controllers 

$300,000 Underway STP> 200k

East Bank Jefferson Signals 
Upgrade 

Upgrade and replace field 
hardware and controllers 

$300,000 FY 2003 STP> 200k
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Table 3-6  City of New Orleans Projects 

Project Description Project Components Preliminary 
Cost Est. 

Scheduled 
Letting Date 

Funding 
Source 

Lakefront, Algiers, 
University Section, Chef
Highway and N

new controllers, hard
software, interconnect 
communications 

comple
remainder 
FY 20
(Section 

 
 
 

200k 

University Section, Chef Men

Signalized Intersection up

software, interconnect 
communications 

 Federal > 

not affe  

Phase 8 improvements
Lakefront

 -  
, Algiers, Uptown, 

University Section, Chef Mentuer 
 East 

grades, 
new controllers, hardware, 
software, interconnect and 

$3,200,000 FY 2006 For 
Ph 10 areas 
not affected 

tion
106 problems 

Federal > 
200k 

Highway and New Orleans

Signalized Intersection up

communications by Sec  

Phase 3 improvement
Business District-R
Decatur an

s – Central 
ampart, 

d Esplanade Ave. 

rades, 
dware, 

software, interconnect and 
communications 

 al > 
 

Signalized Intersection upg
new controllers, har

$3,000,000 FY 2007 Feder
200k

Fields, St. Bernard, Franklin, and
Earhart 

Signalized Intersection up

software, interconnect 
communications 

Phase 10 Improvements – 
Uptown, 
 Mentuer 

ew Orleans East 

Signalized Intersection upgrades, 
ware, 

and 

$3,200,000  1st phase 
te –

in
04

106 
problems) 

Federal > 

Phase 9 improvements – 
Lakefront, Algiers, Uptown, 

tuer 
Highway and New Orleans East 

grades, 
new controllers, hardware, 

and 

$3,200,000 FY 2005 For
Ph 10 areas 

cted
by Section 
106 problems 

200k 

Phase 4 improvements - Central 
Business District – Basin, Elysian 

 

grades, 
new controllers, hardware, 

and 

$2,900,000 FY 2008 Federal > 
200k 

P
C

hase 5 improvements – Central 
ity including the Garden District 

and Lower Garden District 

Signalized Intersection upgrades, 
new controllers, hardware, 
so
communications 

$3,500,000 FY 2009 Federal > 
200k 

ftware, interconnect and 

Phase road, 
Miro, Galvez, Carrolton, and Jeff 
Davis Parkway 

Signa des, 
new controllers, hardware, 
software, interconnect and 
communications 

 6 improvements – B lized Intersection upgra $4,500,000 FY 2010 Federal >
200k 

alized Intersection upgrad

software, interconnect a
munications 

Phase 7 improvements – Gentilly, 
By-water and Lower Ninth Ward 

Sign es, 
new controllers, hardware, 

nd 
com

$3,200,000 FY 2011 Federal > 
200k 
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3.3.2 e Region

ITS deployment in Baton Rouge has progressed rapidly and is currently in more 
T e

ated within the center and is 
 em ations training and exerci VD 

devices have been deployed along sections of I-10 and contract d e been 
developed for provision of additional device installation. Additionally, the integration of 

ro an
xt 5 years m  

o clude add ent of 
D software enhancements to ating 

system. The short-term projects anticipated to be let to contract over the next 5 years are 

ment in the Baton Rouge area, 
” p ied in the region’s Strate  Plan 

have already been implemented. Consequently, several of the originally designated “mid-
t ntic o b

heet” forms that describ  
provide implementation deta remaining short term ITS projects proposed for 
the Baton Rouge Region are contained in Appendix F. 

 Baton Roug  

advanced implementation st
presently operating. The B
available to participate in

ages than other regions. A 
aton Rouge EMS has co-loc
ergency oper

MC has b en constructed

ses. CCTV and R
ocuments hav

 and is 

legacy systems that include
projects anticipated to be 
deployment in the Baton R
CCTV, HAR, DMS, RV

 surface street control imp
let to contract over the ne
uge region. Future projects in
and technical 

vements d The follow
 for short-ter
itional deploym
 the TMC oper

ing are 
 ITS

shown in the table below.  

It should be noted that due
several of the “near term

 to the advanced ITS deploy
rojects identif gic Deployment

term” projects are now con
contract over the next five 

sidered as near term in tha
years (2002-2007). “Green S
ils regarding 

they are a ipated t e let to 
e and
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Table 3-7  Baton Rouge Region Near Term Projects 

Project Name Anticipated Letting 
Date 

Advanced Traffic Management and 
Emergency Operations Center 

Complete and operating  

Interim Surveillance and 
Information Dissemination Program 

Complete  

Surface Street Control Priority 3 1st Q. 2004(Design)           
3rd Q. 2004(Construction) 

$130,000 Design       
$3,220,000 Construction 

Surface Street Control Priority 4 1st Q. 2005(Design)            
th

$370,000 Design       

Cost Estimate 

4  Q. 2006(Construction) $3,080,000 Construction 

Surveillance, Control and Incident 
Management along I-10 (La 1 – I-
10/I-12 Split) includes Miss. River 
Bridge Const., Equip. & Integration 

1  Q. 2002(Construction) st $9,761,000(Construction) 

Surveillance, Control and Incident 
Management along I-10 (I-10/I-12 
split – Siegen Lane 

2nd Q. 2002(Construction) $5,580,000(Construction) 

Surface Street Control Priority 5 1st Q. 2006(Design)            
4th Q. 2007(Construction) 

$436,000 (Design)      
$3,640,000(Construction) 

Surveillance, Control and Incident 
Management along I-12 (I-10/I-12 
split – O’Neal Lane 

1st Q. 2004(Design          3rd 
Q. 2005(Construction) 

$640,000 (Design) 
$5,580,000(Construction) 

Advanced Public Transit System 
Vehicle Tracking 

1st Q. 2004(Construction) $565,000(Construction) 

Surveillance, Control and Incident 
Management along I-110 (I-10/I-
110 interchange – Harding Blvd.) 

1st Q. 2006(Design)          
3rd Q. 2007(Construction) 

$626,000 (Design) 
$8,099,000(Construction) 

Emergency Management 
(Emergency Routing) 

3rd Q. 2004 (Construction, 
Equipment & Integration) 

$472,000(Construction) 
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Longer Range projects anticipated for the Baton Rouge Region include: 

• Ad  street contro

• Roadway surveillance, control and inc anagement along US 190/61 (I-12-

The following projects are identified and described in detail in the Acadiana ITS 
 PB 02. s has 

been reviewed by the members an g 
Committee consisting of representatives of the Lafayette Consolidated Government’s 

spo om ment, 
LADOTD District 3 Traffic Engine e P

ditional surface l 

ident m
LA 1) 

3.3.3 Lafayette 

Deployment Plan prepared by  Farradyne – May 3, 20
o

 Each of the project
agement Center Steerinf Lafayette Traffic M

Department of Traffic and Tran rtation, Lafayette Parish C
e

munications Depart
olice.  r and the Louisiana Stat

 
I-10 at Whiskey Bay – Proposed Location of ITS Freeway Management System 
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3.3.3.1 Short Term Projects for the Lafayette Region 

The dentifies 10 projects to be implemented in the 
Laf e
“Green Sheets” located in Appendix G of this report. The following table identifies the 
short-term projects. 

Table 3-8  Lafayette Region Short Term Projects 

 Acadiana ITS Deployment Plan i
ay tte Region to provide ITS within the next 5 years. Project details are contained in 

Project Name Anticipated Letting Date Cost Estimate 

I-10 Whiskey Bay Incident 
Mgmt. Design 

First Quarter 2003  $214,710 

I-10 Whiskey Bay Incident 
Management Const. 

Fourth Quarter 2003 $2,147,100 

Surface Street Control      Phase I 
b – Design 

Fourth Quarter 2003 $197,350 

Surface Street Control      Phase I 
b – Construction 

Fourth Quarter 2004 $1,913,500 

Evacuation Route ITS Design Fourth Quarter 2003 $197,350 

Evacuation Route ITS 
Construction 

Second Quarter 2005 $1,495,800 

Surface Street Control      Phase 
II b – Design 

First Quarter 2005 $327,500 

Surface Street Control      Phase 
II b – Construction 

Fourth Quarter 2006 $3,275,000 

Rail Highway Intersections 
Design 

Fourth Quarter 2006 $85,700 

Rail Highway Intersections 
Construction 

Second Quarter 2007 $857,000 
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3.3.3.2 Longer Range ITS Projects anticipated for the Lafayette Area 

 ITS transit management system that would provide for vehicle 
tracking, demand et maintenance, traveler 
information and multi modal coordination 

• ing facil

3.3.4 S  / Bossier City 

Th City I ployment Pla es ITS 
imple de improved surface street control, freeway incident management 

rm dep he following pro
able 3-9  Shreveport/Bossier City Region Short Term Projects 

Other ITS projects proposed for the Lafayette Region consist of: 

• ITS to collect and archive traffic data for future planning needs, 

• An extensive
 response, fare management, security, fle

Automated park ity management 

hreveport

e Shreveport/Bossier 
mentation to provi

TS Strategic De n identifi

and a regional TMC. Short-te
T

loyment includes t jects. 

Project Name 

rface Street Phase I Signal Syst. 
pvts. & CCTV 

ber 2003 ign) $1,558,1
 

e Street Phase 2 Signal Syst. 
CTV 

ber 2003 sign)              $3

urface Street Phase 3  Signal Syst. 
CTV 

er 2004 ign)              $

nterim TMC and Freeway Incident 
anagement 

2005 sign)                  
onstruction) 

on) 

Anticipated Letting Date Cost Estimate 

Su
Im

Decem $155,813 (Des 28 
(Construction)

Surfac
Impvts. & C

Decem $372,941 (De ,729,409 
(Construction) 

S
Impvts. & C

Septemb $301,646 (Des 3,016,464 
(Construction) 

I
M

March $381,960 (De   
$3,819,600 (C

Regional TMC Implementation March 2005 $360,000 (Design)               $3,600,000 
(Construction) 

Regional TMC Software and Integration March 2005 $240,000 (Design)               $2,400,000 
(Implementati

Surface Street Phase 3 B Signal Syst. 
Impvts. & CCTV 

March 2007 $486,528 (Design)               $4,865,280 
(Construction) 

Surface Street Phase 4 B Signal Syst. 
Impvts. & CCTV 

September 2008 $295,939 (Design)              $2,959,392 
(Construction) 

Surface Street Phase 5 B Signal Syst. 
Impvts. & CCTV 

September 2008 $1,165,560 (Design)              
$11,655,600  (Construction) 
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Longer range ITS deployments for the region includes additional signal system 

tions on 
both surface streets and I-49 to facilitate incident management. 

3.3 1 20 Years 

Pro
Orlean
manag so enable the initial implementation of 
LaT for emergency evacuation operations. 
Subseq MS through the installation of additional 
devices and systems and extend ITS improvement functions toward other statewide 

• CVO impro acilitate one-stop 
credential shopping, weigh-in-motion operations at weigh stations, CVO related 

tion syst

s at ADOTD District ion in 
incident management and emergency evacuations 

t related ITS to improve mass transit efficiency nhanced fare box 
ler systems for riders, vehicle maintenance 

ring, location and safety devices 

g to descriptions, schedu es for 
longer range ITS deployment are contained in the respective regional ITS deployment 

3.3.5 Priorities 

jec s were established by the respective regional 
steering committees that participated in the project development process. However, an 

eed  and facilitate emergency evacuation processes 
t possible date. A major focus of emergency evacuation is the ability to 

 low al parishes along a ailable 
g severe emergencies, evacuation processes y large 

improvements and intersection improvements as well as CCTV and DMS installa

.4.  Deployment of Longer Range Louisiana ITS Projects 6-

jects during the first five years led to the development of TMCs in Baton Rouge, New 
s, Lafayette and Shreveport/Bossier City and devices to facilitate incident 
ement in the regions. These capabilities al

IS, which will provide critical support 
uent deployment will expand regional AT

mobility needs such as: 

• Improvement of surface street travel through the provision of signal system 
enhancements consisting of upgraded controllers that will permit coordinated and 
centralized adaptive traffic control 

vements consisting of CVISN communications to f

traveler informa ems 

• Improved abilitie additional L Offices for participat

• Transi  through e
collections, trave
monito

information 

Specific details pertainin  project ling and cost estimat

plans. 

Recommendations for pro t prioritie

over-riding priority is the n
at the earlies

 to expedite

safely relocate residents of
routes. Durin

 lying coast  limited number of av
 are compounded b
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volumes of fleeing traffic from major metropolitan areas such as New Orleans 
same routes as coastal evacuees. Consequently, the abilities to control this process and 
furnish critical information to evacuation managers as well as 

using the 

motorists dictate many of 
the early regional priorities, especially in southern areas of the state. 

This compelling need also drives early priorities for TMC development and 

nning level cost estimates, funding sources, priority and time 
frame suggestions as well as scheduling information. The short-term recommendations 
are
region

3.3  

LaDO  $200 million over the next 20 years to implement 
LaTIS. This commitment includes federal ITS funds and state matching amounts. Also 
the p

Other funding sources may include special congressional earmarks such as those obtained 
for
Thibod

Another source of federal funds are direct special grants from the US Department of 

er related infrastructure. 

The LOEP and LSP can be anticipated to furnish staff participation for training and EOC 
ergencies. Also LSP will assist with traffic control during major 

incidents. As LaTIS becomes more established, these agencies may be requested to 

communications links. Subsequent priority setting reacts to heavily congested routes or 
locations that experience abnormal incident rates and focus on incident management 
improvements. 

The following are a series of short-term (3-5 years) project recommendations that 
represent the next “logical steps” in Louisiana ITS implementation. They contain brief 
project descriptions, pla

 based on information developed through previous ITS planning in Louisiana’s urban 
s 

.6 Funding Sources 

TD has committed a total of

 de artment is furnishing staff resources to lead and participate in this effort.  

 ITS deployment in New Orleans, Shreveport/Bossier City and the Houma / 
aux area.  

Transportation that can be tied to LaTIS as well as funding from other federal agencies 
for related uses that may include security of transportation systems, ports, major bridges 
and oth

operations during em

participate financially in ITS aspects that are directly related to their missions. 

Local governments can furnish funding assistance for signal system upgrades and 
perhaps provide or support TMC operations staffing.  Partners such as the Causeway 
Commission may agree to help fund the New Orleans regional TMC if it can be 
demonstrated that joint operations actually save money over their existing operations. A 
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similar situation may exist with the Crescent City Connection, which has both a need for 
ITS technologies and could benefit from coordination with the regional ATMS and a 
source of funds that could be used for these purposes.  
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3.4 Technical Requirements and Alternatives Analysis 
This section addresses specific aspects of LaTIS operations. Much of the information is 
drawn from experiences with other mature TMC and ATMS and applies “lessons 
learned” to the needs anticipated for Louisiana ITS implementation. 

3.4.1 Benefits of Accepted Practices 

An examination of practices used by established TMCs in other states will furnish 
valuable information that can be used for Louisiana TMC planning and especially for 
staffing requirements. This same source can provide maintenance and operations 
requirements, sample scopes of work for LaTIS implementation contracts as well as 
examples of job descriptions that are typically used for TMC and other ITS related 
staffing. Obviously, this information will have to be refined to meet Louisiana needs, 
however, accepted practices from other regions afford helpful points of departure.  

Information gathered as accepted practices in other ATMS and TMC deployments that 
may be used for Louisiana’s endeavors is contained in Appendix D of this report. 

3.4.2 Performance Measures  

The Institute of Traffic Engineers (ITE) has entered into extensive national dialogue to 
gauge the effectiveness of technology based transportation systems management. Such 
dialogue resulted in the establishment of goal statements that can provide a starting point 
for establishing methods to measure the effectiveness of LaTIS. The statements note,  

We will know we are effective when: 

• Customer surveys indicate consistently increasing satisfaction with the 
performance of the transportation system; 

• The focus of decision makers and transportation agencies includes continuous 
performance-based delivery of services in addition to implementation of individual 
projects; 

• Performance measures are in place that are understandable, measurable, and are 
wed effectively in making decisions improving transportation systems 
performance; and 
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• Managing and operating the transportation system are integral parts of a funding 

and staffing continuum that also includes planning, design, construction and 

 Louisiana can use a similar performance measurement methodology based on the 
previously established Vision for ITS in the state. Included in the Vision are the following 

• 

ication 
of best route information to evacuees.” 

vent interviews with returning evacuees and OEP 
emergency directors can establish evacuation and return time improvements before and 

en-

A t
TM
measu d near construction locations to capture 
info
and in
integra

Use f
be 

maintenance.  

FHWA has used these goals as a basis for national customer surveys to measure 
satisfaction with transportation performance. 

objectives that can be evaluated: 

“Major traveler delays on freeways and major arterial routes will be minimized 
through rapid detection, response and clearance of all reported incidents.” 

Scheduled periodic interviews with law enforcement officers who routinely respond to 
accidents can be used as a performance measure. The officers would be queried regarding 
the length of delays due to accidents before and after TMC and incident management 
system deployment to identify and quantify anticipated reduction in incident based 
delays. 

• “Citizens will be able to reach safe locations during emergency evacuations sooner 
through the continuous monitoring and management of traffic and commun

Again, a methodology based on post e

after LaTIS implementation. 

• “Travelers will be able to avoid delays on freeways and major arterial routes 
through the availability of accurate information on work zone, construction area, 
and incident locations in a wide variety of different ways, both pre-trip and 
route.” 

mo orists interview process can be implemented following completion of regional 
Cs and traveler information systems to establish use and effectiveness of the 

res. Traveler interviews should be conducte
rmation while it is still fresh. Possible interview sites include rest areas, truck stops 

terchange restaurants and service stations. Truck drivers should be included as an 
l part of the process. 

 o  HAR and DMS by motorists to divert to alternative routes to avoid incidents can 
verified by time-of-day traffic counts coordinated with the initiation of the messages. 
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• “Travelers will be able to make informed decisions about trip need, time, route 

and mode because they will be able to access accurate information about current 
traffic conditions and public transit options.” 

eployment at the regional and state levels. 

nalyses using accident data reported by the state’s law 
enf
year at nd after 
deployment of ITS work zone measures.  

“Traveler delay on major arterial routes will be minimized through use of traffic signal 
con

New t use a congestion management system 

is technology, it can easily be applied to evaluating traffic 
con

• 

The targets for interviews to document improvements in transportation efficiencies would 

 
through improved management of the state’s transportation system. 

Again, scheduled periodic traveler interviews with commuters, visitors and transit riders 
can establish usage and effectiveness of ITS d

• “Accidents in work zone areas and at high-accident locations will be avoided 
through advance warnings and effective speed control measures.” 

DOTD conducts routine safety a
orcement agencies. These data can be examined to reveal numbers of accidents per 

tributed to work zones. Comparisons can be made between rates before a

The department’s annual safety analysis pinpoints locations of abnormal accident rates. 
Accident rates can be compared for these locations before and after ITS implementation 
to determine effectiveness.  

trol strategies that respond to changing traffic conditions.” 

Orleans, Baton Rouge and Shrevepor
developed by PB for LADOTD. The system is based on technology developed by LSU’s 
Department of Civil Engineering and uses vehicles equipped with GPS devices that can 
measure real-time travel times along designated routes. Since the MPOs in these regions 
are familiar with the use of th

dition improvements that result from signal control strategies. 

“Louisiana’s industry will realize lower transportation costs.” 

be trucking companies, container drayers, third party logistics providers and major 
shippers who use Louisiana’s highways. Such interviews should be conducted with the 
same organizations on an annual schedule following LaTIS implementation to identify 
incremental improvements. 

• “Quality of life will be improved because travel will become more predictable and 
less stressful”.   

Clearly, such evaluations would be highly subjective. However, a Louisiana subset of the 
FHWA’s national survey would reveal perceptions of quality of life improvements
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As a
implem

“reduce congestion variability by 10% in all urban freeways by 2005” 

 
pla
measu
achiev blished prior to 

l include other state agencies (e.g., the Office of Emergency 
Preparedness and the Louisiana State Police) and local public transportation agencies 

s); 
ogistics and transportation 

providers; commercial traffic data providers and citizen and business groups that desire 

ther incidents so that 
normal operations are restored as soon as possible; active management to modify travel 
pat n about current travel 
problems and viable options to avoid them; and maintaining and participating in ITS 

, so that jurisdictional issues do not impede effective service.  
Travel does not respect jurisdictional boundaries, and neither should service. 

3.4.4 Coordination with Telecommunications Plan 

TD has entered into 

st ted in the Louisiana Strategic Plan, a major thrust of LADOTD’s ITS 
entation is to –  

It is anticipated that significant deployment of ITS in the Baton Rouge region will be in
ce by 2005. As mentioned above, both subjective and objective performance 

ring methodologies are available to be employed that can determine progress in 
ing this important objective. However, benchmarks must be esta

major ITS deployment in the region in order to more accurately quantify the amount of 
improvement that is realized. 

3.4.3 Partnerships 

Collaboration and integration with key partners will be an essential aspect of LaTIS 
implementation. Partners wil

(e.g., local traffic engineering or public works departments and regional transit agencie
private providers such as freight shippers and third party l

reliable transportation system operation to meet their commuting, business and 
recreational travel needs. 

Partner participation should be solicited in planning and development of processes for 
key functions – including ongoing monitoring of transportation system operations; 
prompt identification, response and clearance of crashes and o

ter s in ways that improve safety and efficiency; informing users 

operations  to fully use the capability of ITS.     

Partners will be included in establishing new institutional relationships – such as 
intergovernmental agreements for incident management or public private partnerships for 
traveler information services

A significant aspect to deploying ITS applications and technology is the availability of 
cost-effective communications infrastructure.  In recent years, DO
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resource sharing agreements with public service providers, granting permits allowing 
them access to highway right-of-way (ROW) to lay fiber optic trunks in exchange for 
access to fiber strands, services and equipment.  From the successful resource sharing 

-
10/I-12/I-55 between the Texas state line and New Orleans have been obtained.  DOTD 

wide telecommunications system and the ITS deployment 
plans are directly related.  Careful consideration of the current ITS projects 
communications needs has be given to the design of the telecommunications system.  

development, information exchange and participation by all 
members of the various development teams has enabled the designers to make the most 

agreements, multiple dark fibers along I-20 between Shreveport and Monroe and along I

has not yet been successful in obtaining fiber along I-49 that would allow interconnecting 
the fiber segments in the northern and southern regions of the state.  DOTD is in the 
process of transitioning their enterprise network communications to the operable portions 
of the fiber. 

The development of the state

Through the course of 

optimal choices and decisions regarding communications from field devices to the 
centers.  Future ITS deployment plan development will benefit from previous projects 
and the finalization of the implementation and telecommunications plan. 
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3.5 Legacy Systems  
There are a variety of traffic related systems that exist in Louisiana that are compatible 
with ITS goals for improving statewide mobility. It is essential that these systems be 
integrated into overall statewide ITS functions to assure optimum utilization of available 
resources and coordinated traffic control operations. 

These legacy systems include numerous traffic signal systems that utilize a variety of 

mple, the Baton 
Rouge 911 operations are co-located in the regional ATM/EOC, which will facilitate 
cooperation among the region’s incident management system. 

DOTD presently has responsibility for enforcement of many of Louisiana’s motor carrier 
regulations including weight enforcement and vehicle registration. ITS can be deployed 
to facilitate these functions and provide efficiency to both the regulators and the motor 
carrier operators. The Commercial Vehicle Information Systems and Networks (CVISN) 
is an ITS designed to furnish data to facilitate more efficient commercial vehicle 
operations such as weigh-in-motion and one-stop-shopping for credentials. CVISN 
information will be made available at truck weigh stations to enable verification of safety 
and regulatory compliance with minimal manpower requirements as well as reduced 
delay for motor carriers. 

The establishment of a dedicated regional or statewide cell phone number for incident 
detection will improve incident detection and response time.  Recent research40 has 
shown that cell phone calls are more effective for detecting incidents than electronic 
methods.  This approach is especially suitable for Louisiana where large distances 
between cities make electronic detection prohibitively expensive.   

                                             

incompatible and obsolete controllers. (Until recently Baton Rouge had three distinct 
traffic signal control systems). Such systems will require modification and controller 
replacement as well expansion and communications that will enable centralized control 
and optimization (adaptive signal control) to more effectively address abnormal traffic 
and incident conditions. 

The 911 systems in use by the police, fire and EMS agencies to respond to incidents can 
be integrated into overall regional incident management plans.  For exa
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These systems can be integrated into the statewide system.  However, such changes 
during initial implementation will impact the schedule for statewide ITS implementation.  

 system integration with the statewide ITS be deferred to 
later implementation phases. However, this does preclude the independent 

Costs information for integrating and upgrading signal systems is contained in 

ITS and devices will exceed $40 million. 

It is proposed that total legacy

implementation of some level of operational integration of these systems.  For example 
the cell phone based incident detection systems can be deployed initially and later 
expanded to include GIS electronic integration.  

deployment plans for regional TMC/ATMS development. However, planning for legacy 
system integration in several areas is still underway. Consequently a precise tally of total 
costs for this effort is premature. Nonetheless, an indication of costs can be obtained by 
reviewing an implementation plan that has been completed for the New Orleans Region. 
The plan estimates costs for upgrading regional signal systems and improving the Lake 
Pontchartrain Causeway 
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3.6 Advancement of the Statewide ITS Program 
The implementation of LaTIS will consist of a series of projects to be initiated by the 
LADOTD.  Projects have been identified on a geographical or regional basis. 
Procurement of hardware however can be accomplished on a functional basis as well as 
included as part of highway construction and rehabilitation projects.   

The table 3-9 below provides a very preliminary estimate of the numbers of ITS devices 
to be deployed as part of the long-term goals for LaTIS.  These numbers are derived from 
previous ITS concepts of operations as well as other ITS planning conducted by 
LADOTD and are presented to illustrate the benefits of the functional procurement 
approach. 

Table 3-10  ITS Estimated Device Counts by Region 

The functional approach to procuring ITS hardware would facilitate the preparation of 
bid specifications. The state is currently working on a series of standard specifications for 
various ITS devices.  Adding these devices to the state’s procurement contract, in 
addition to providing uniformity and speed of procurement, supports the objective of 
developing a compatible statewide control system.   
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Miles of Interstate Covered 20 10 10 10 20 25 10 25 10 140

Dynamic Message Signs 6 4 4 4 6 4 4 14 4 50

Video Cameras 40 19 10 16 30 70 9 50 11 255

Traffic Detectors 80 38 20 32 60 100 18 100 22 470

Highway Advisory Radio 2 4  2 8
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Design, Deployment, and Timing 

The design and deployment of LaTIS will require significant oversight.  LADOTD has 
selected an ITS consultant with a series of sub consultants to help oversee and address the 

Management 

needs for the implementation of LaTIS.  The project team proposes that customized 
combinations of staff from these companies be used to perform the functions described 
below:   

 

. 

Significant management over the long-term will be required to ensure projects and their 
development are coordinated with statewide goals, objectives, standards and systems.  
There is a need for a significant level of effort associated with scheduling, coordination 
and the development of memoranda of understanding

Hardware Definitions Design  

Development of specification requirements for ITS field devices and other components 
will be an on-going effort.  Updated specifications can be used to in the development of 
bid packages for future ITS installation projects.  

ATMS Field Installation Design 

These tasks include the development of s, Specifications and Estimates for the 
construction and installation of ITS fi devices and required comm cations 
components.  Several of these s have  completed and the contracts have either 
been awarded or are scheduled et to co ct in fiscal year 2002.  These projects are 
for phased implementation in L iana’s l  u  .

Communication Design ATM te e o
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This project is currently underway and described in Section 2 of this report.  However, 
additional communication work will be required t nk C d si th re e 
ITS devices to the statewide system. 

T

o li  TM s an pos bly o er mot

MC Design 

The design elements of the TMC il clu bu ng
room layouts, computer configurations, video walls, meeting rooms, building wiring, and 
other elements of a functioning TMC. The B n ug s en s d 
and constructed. Plans for the New Orleans facility are nearing completion. Design teams 
fo ons will require a variety of expertise including architectural, 
electrical, and engineering skills. 

s w l in de ildi  design, consoles, communication 

ato Ro e TMC ha already be  de igne

r additional TMC installati
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LaTIS Software Design and Implementation 

rim installation will provide the short-term solution for freeway management 
software.  For the longer term, a project scope and budget will be developed for approval 

and FHWA to furnish a statewide operational software system that 
complies with the Statewide Architecture developed and approved by LADOTD, FHWA 

An interim ATMS operating system has been installed and is in use at the Baton Rouge 
TMC.  With the next phase of the New Orleans work on the letting schedule for fiscal 
year 2002, LADOTD will implement the same freeway management system in the New 
Orleans Interim ATMS (that will be located in the department’s District 02 headquarters).  
This inte

by LADOTD 

and the Louisiana ITS Technical Advisory Committee. 

Timing and Budget 

There are approximately 140 miles of interstate highways in Louisiana that require ITS 
 installation typically costs about one third of a million 

dollars per mile or a total of $46 million.  A similar preliminary estimate can be obtained 

ost Estimate 

Number of Unit Cost Total Cost 

devices.  In budgetary terms, ITS

by itemizing the proposed ITS devices (as shown in Table 3-10 below), which indicates 
approximate costs for the purchase and installation. 

Table 3-11  ITS Device C

ITS Component Devices (000s) (000s) 

Dynamic Message Signs 50 250 $12500

Video Cameras 255 30 $7650

Traffic Detectors 470 20 $9400

Highway Advisory Radio 8 35 $280

Software development $4,000

Communication hardware $5,000

Contingency and management $5,824

TOTAL $44,654
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These costs do not include traffic signals nor do they include interfaces to legacy 
systems.  They are based on the tabulated purchase and construction costs for the ITS 

gency hurricane evacuation, it is 
proposed that the implementation take place from the south close to following order: 

6. Lake Charles 
7. Alexandria 
8. Shrev
9. Monroe 

Figu liminary proposed schedule for the various ele The 
sche t the TMCs are to be housed in existing buildings and a start date of 
1/1/2003 and that the procurement contracts for devices will be divided by function.  It 
shou the TMC at Baton Rouge is already open;  refere the 
schedule is to its performing statewide operations. 

devices tabulated.  They assume that others provide the communication fiber linking 
devices and TMCs.  The costs of the TMCs are not included as these are in some cases 
built or already budgeted elsewhere.  It is likely that some district centers will be located 
in the maintenance offices. No allowance has been made for building changes.  However, 
the costs for the communication hardware are included. 

Assuming an annual expenditure of approximately $16 million (including congressional 
earmarks), the initial LaTIS implementation could be spread over five years.  In order to 
provide a system that can expeditiously assist in emer

1. New Orleans 
2. Baton Rouge 
3. Lafayette 
4. Houma 
5. Hammond/Slidell 

eport/Bossier 

re 3.2 below shows a pre ments.  
dule assumes tha

ld be noted that  the nce in 

PB Farradyne 
CSC 

3-38



ID Task Name
1 Project Management

2 Hardware Definitions

3 ITS Device Definitions (DMS,CCTV,Detectors,HAR)

4 Communications Hardware Definitions           (ATM Switches,
Hubs, Modems)

5 Add to Statewide Procurement

6 Statewide Telecommunications System 

7 Develop Statewide Telecommunications Plan

8 Implement Communications Network

9 LaTIS Software Design and Integration

10 Software Migration

11 Integration of Regional TMC's

12 Regional ITS Deployment

13 Baton Rouge

14 Statewide TMC Design, Bid & Build

15 Freeway Traffic Management System

16 Surface Street Traffic Management System

17 New Orleans

18 Regional TMC Design, Bid & Build

19 Freeway Traffic Management System

20 Surface Street Traffic Management System

21 Shreveport / Bossier

22 Regional TMC Design, Bid & Build

23 Freeway Traffic Management System

24 Surface Street Traffic Management System

25 Lafayette

26 Regional TMC Design, Bid & Build

27 Freeway Traffic Management System

28 Surface Street Traffic Management System

29 Houma

30 Local TMC Design, Bid & Build

31 Freeway Traffic Management System

32 Surface Street Traffic Management System

33 Hammond/Slidell

34 Local TMC Design, Bid & Build

35 Freeway Traffic Management System

36 Surface Street Traffic Management System

37 Lake Charles

38 Local TMC Design, Bid & Build

39 Freeway Traffic Management System

40 Surface Street Traffic Management System

41 Alexandria

42 Local TMC Design, Bid & Build

43 Freeway Traffic Management System

44 Surface Street Traffic Management System

45 Monroe

46 Local TMC Design, Bid & Build

47 Freeway Traffic Management System

48 Surface Street Traffic Management System

Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2
1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2

Louisiana Statewide ITS Implementation Timeline

Figure 3-2 LaTIS Implementation Schedule 3-1
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Figure 3.3 provides a 10 year projected cost distributed across the various regions within 

e state. th
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Figure 3-3  10 Year ITS Projected Total Cost Regional Distribution 
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3.7 Transportation Management and Operations 
The LADOTD recognizes that the context for transportation public policy and programs 
is shifting in the face of growing demand for travel and rapidly evolving mobility, safety 
and productivity needs. But limitations on system capacity, growth and public policy 
must respond with a new range of management and operations solutions. 

While this growth is occurring, high fiscal and environmental costs often set practical 
limits on how much new capacity can be provided.  When adding capacity proves 
impossible, the need to make the most effective use of existing facilities strongly 
emerges. 

In urban areas throughout Louisiana and the country, a large portion of the delay 
experienced by drivers is caused by lane-blocking incidents that slow traffic or restrict 
capacity, leading to safety hazards and unexpectedly long travel times.   As Louisiana’s 
highway system ages and reconstruction projects are undertaken, the increasing 
prevalence of work zones, in both urban and rural areas, contributes to this problem.  And 
certain spot locations experience more than their share of crashes or other incidents, 
sometimes caused by less desirable geometric designs necessitated by natural, 
environmental, or social factors, and sometimes caused by recurring weather conditions 
such as fog. 

At the same time eavier value on 
transportation system reliability in addition to speed and capacity.  Americans are 
rowing more accustomed to a range of services and information available upon demand 

and are increasingly expecting reliable service from our transportation services.   

The LADOTD intends to take full advantage of the opportunity provided by the 
emergence of ITS technology and applications to effectively manage increasing travel 
throughout the state, address special operating conditions such as incidents, work zones, 
spot safety locations, and emergency evacuations, and meet the expectations of its 
customers for responsive service.  The LADOTD’s strategic focus on customer-related 
service and performance measurement provides a natural context for an increased 
emphasis on transportation management and operations. 

, the service orientation of the U.S. economy is placing h

g

PB Farradyne 
CSC 

3-41



Louisiana Statewide ITS Implementation & Telecommunications Plan 

 

PB Farradyne 
CSC 

3-42



Louisiana Statewide ITS Implementation & Telecommunications Plan 

 

3.8 Organizing for Management and Operations 
In order to meet its commitments, the LADOTD will: 

• Create an ITS management structure, including an ITS unit at an appropriate level 
within the LADOTD headquarters organization.  Working through a committee 
hierarchy described below, this unit will have responsibility for managing and 
coordinating ITS activities throughout the state. 

• As appropriate, deploy ITS in each LADOTD district, providing at least a basic 
capability to monitor the state highway network, and gather and disseminate 
information to meet customer needs. 

• Provide leadership and financial and technical support and work cooperatively 
with local government agencies to plan, design and implement ITS in urban areas.   

• Be responsible for planning, designing and implementing ITS on state-owned 
highways in rural areas outside the jurisdiction of MPOs 

• Establish a statewide ITS architecture and develop or identify and enforce 
compliance with standards for field designs, communications, transportation 
management center (TMC) software, and operations and maintenance.  These 
standards will be in conformance with national ITS standards. 

The funding allocations for the various processes in the implementation of an Intelligent 
Transportation System for the state are depicted in Figure 3-4.  Initially the greater 
portion of the cost is for deployment with operations and maintenance costs gradually 
increasing.  By the end of the ten-year horizon, planning is complete and the costs 
associated with deployment at a minimum. 
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Appendix A LaTIS Site List 

 Appendix A  1
 



 

Appendix B Cited Meeting Minutes 

B.1 Notes from Fiber Meeting of 11/6/01  

Traffic Services Training room 

1. Location of DOTD Statewide ITS control center will be at the Harding 
Blvd. ATM/EOC for the next 10 years because DOTD already negotiated 
and prepaid for this. 

2. There is a proposal from a fiber company to: 

o Provide DOTD with 4 fibers from Lafayette to Shreveport 

o Receive from DOTD some conduit space in DOTD conduit along I-10 
from New Orleans to Texas. 

There are legal issues that need to be pursued because of 
commercial use of DOTD property and potential liability problem 
with Enron in supplying access to competitor. 

3. Issue of no long-range fiber plan to decide if this offer, or others, are 
compatible with this plan.  Tom Payment expressed desire for development 
of such a plan. 

4. New Groups are interested in access to LaTIS information: 

1. LPB 

2. National Guard 

3. LSP  (previously LSP troops were not included) 

The interest seems to stem from post Sept-11 issues for national 
security. 

5. DOTD weigh stations are part of ITS, but previously there was no 
justification for connecting them into the network.  In remodeling of 
LaPlace weigh station, a 12’x24’ room is being added for communications 
equipment and personnel from other agencies. There seems to be interest in 
collecting centralized information on truck movements, especially of 
hazardous materials that could be a threat to national security if in the 
hands of a terrorist.   The weigh station locations are: 
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o Baptist (I-12 on west side of I-55) 

o Toomey (I-10 on west end ne ) ar Texas

o Breaux Bridge (I-10 near Lafayette) 

o LaPlace (I-10 on west side of New Orleans) 

o Delta (I-20 east before Miss) 

6. A fiber ring has been leased between OIS, LSU and DPS. A bid is out for 
equested that 

the possibility of connecting LTRC into this ring should be explored. 

7. Tom Payment will ask Steve Glascock to resume talking to City of 
Lafayette about permitting DOTD to connect to their fiber.  The city had 

 DOTD’s intent 

8. A discussion around “One-Call” contained the following points: 

g. One-call notifies registered utility companies that have 
utilities in the area of the dig. Utility company members notified 

wires or pipes 
within 48 hours of notification of intent by some one to dig in the 

.  If not marked, contractor has no liability if utility broken 
ction.  

 or even which side of the street. 

ts automation of the 

o Greenwood (I-20 west before Texas) 

the equipment to make the fiber operational. Tom Payment r

initially set a high price when they did not understand that
was to supply all the necessary equipment. 

o State law requires contractors to notify One-Call 48 hours before 
diggin

must spray-paint location of the buried utility 

area
during constru

o  Listing of utility routes is a free service. 

o Location of utility is not very specific.  The street is all that is 
listed. There is no indication of exact location on or near the 
street,

o DOTD presently gets listing of one-call construction notifications 
for 3 districts for the purpose of matching with permits granted to 
contractors.  The information is in very primitive format. 
Presently matching must be done manually. A person was hired 
to do this for a year.  The matching succeeded in reducing the 
permit violation rate from 80% to 20% in one year, and then the 
matching effort stopped. Collins (?) wan
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permit information and a program to match permits against 
construction notifications from “One-Call” and flag digs without 

ember, and as such has not 
submitted locations of DOTD-owned fiber or signal cable and 

ontractor dug up a 
aPlace, but the DOTD was 
om Payment asked that a 

status be explored and all the 
s need for crews to mark locations, 

9. 
riday 

B.2 
1. The major milestone accomplished was the “lighting” of the South fiber 

 on Friday 
afternoon December 14 . DOTD data is now flowing along the new path 
with th
trip test 
compared

2. Details of
to the pull
path to th gen building, to the Section 45 microwave 
tower, then across a 28-T1 microwave connection to DOTD HQ. There is 
no con rk to be done between 
SCBell and Enron on pulling a connection into the Enron building. The 
curren
connect to

3. Details of the route from the eastern end: From Bridge City district 02 via a 
4-T1 m
Enron fib
LaPlace b
the ATM 
microwav
the radios

permits. 

o DOTD is not a One-Call “utility” m

receives no construction notifications. A c
section of DOTD signal cable near L
unable to determine who did it.  T
DOTD “utility contractor” 
implications identified (such a
etc). 

Global Systems presented the project plan to light the southern fiber 
(collapsed) loop. The plan shows the south ring functional on F
January 4. 

Minutes for Fiber Meeting of 12/19/01 

network from Lake Charles to Bridge City.  This was completed
th

e old frame-relay network as the automatic fail-over (tested).  Round 
times along the new path are in the 4-millisecond range as 
 to 20-30 milliseconds for the frame relay path. 

 the route from the western end: District 07 ATM in Lake Charles 
 box on the I-10 right-of-way and from there long the Enron fiber 
e District 61 Enron re

nection in Lafayette because there is still wo

t plan is to lease 3 T1’s (2 data and 1 phone) across Lafayette to 
 District 03. 

icrowave link to LaPlace scales tower and from there along the 
er to district 61. The Metairie ATM was temporarily moved to 
ecause the configuration of the LaPlace ATM could not support 
to Microwave connection required.  The LaPlace to Bridge City 
e will soon be increased to 12-T1’s as some cards are added to 
. 
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4. On the top
from Ade
option was evaluated with the alternative option of purchase by 12/30/01 of 
CISCO maintenance cards presently on loan (purchase = $68K).  The 
Adelph
achieve b
required d
Adelphia. 

5. A/C powe
is running

6. Global is pushing to complete a DOTD purchase of ATM and Gigabit 

the 7-mile length down Airline Highway. 

g the voice long 
on the fiber link.  

8. 

via diskette being 
delivered by truck to the next district). There is some pressure to reduce the 

9. 

 that will continue working in the 

10. Tom Harrell reported that he had obtained representative fiber lease cost of 
~$30/month/mile from three competitors.  The cost for rent of regen space 

ic of maintenance of the fiber and ATM’s, a quote was obtained 
lphia for $6K startup and $1200/month on a 5-year contract.  This 

ia solution was judged preferable technically, but also impossible to 
efore the purchase deadline on the Cisco cards because of the 
ocumentation and steady-state inspection before acceptance by 

r in the Enron building is still an issue. Furthermore, the network 
 without a clock, which should be out to purchasing.  

Ethernet switch for the Baton Rouge ATM/EOC. No one seems to know if 
a regen unit is needed or not.  The suspicion is that it will be needed 
because of 

7. Some discussion of the possible savings from movin
distance between DOTD telephone switches to travel 
There are some savings to be realized in the southern region, but the big 
dollars will not be saved until the route to the north is complete. 

There was also discussion of changing the configuration of the long haul 
frame relay.  The districts are running 4 T1’s and there never was a backup 
circuit previously. (If a link was down, data was moved 

4 T1 frame relay circuit down to a single T1 that would serve as backup for 
the fiber network.  There was a question about whose responsibility it is to 
monitor the stability of the fiber network and then lead the action to obtain 
consensus on the backup requirements and cancellation of the circuits. 

Maintenance of the fiber network was again discussed. Global Data has 4 
hours to decide that an incident warrants a response.  Global will work with 
Cisco to decide on what components to carry in inventory to cover repairs.  
The ATM and Regens are both dual units
event of a component failure in one of the units.  There are no alternate 
fiber routes in the collapsed ring configuration, so there is very high 
probability that there will be network failure in the event of any fiber cut.  
DOTD will need experience in the reliability of the fiber network. (Testing 
of failure mode and automatic switching back to frame relay has been 
performed with live data flowing). 
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WITHOUT power is $1500/month.  Therefore, he estimates the value of 
the Enron resource swap as about $800,000. 

Minutes from Fiber Meeting of 3/19/02 
pletion of the installation of the clock is close. Clyde will install the power 
9.  Access to the ENRON space will be needed to install the antenna.  

B.3 
1.Com
on 3/1
Darryl Johnson has the GPS that will be used.  Nadir will check with the person 
who sold the clock to confirm that he wants to help at no further cost.  

 

2. L
only th
DOTD
it to th  T-1 testers that have 
been ordered for possible use here. 

Tom H
Two T
is cons

3. 
every s

4. The
cables 
cable 
drawin
fund th

5. 
service
money
reach l
can us
has ex
recoun
counte
and rig
from t gency.  There seems to be interest in a 
mutual exchange. 

6. Item

afayette phone lines have been installed.  Four lines were installed although 
ree were requested. The lines were tested by Bell South but not yet by 
. Derek has the CSU/DSU. The plan is to power-up the ATM and then hook 
e phone switch. A side note is to attempt to find the

arrell asked what is the total current network load to Lafayette? Answer: 
1’s have been allocated for voice and one T1 for data. It is guessed that this 
iderably more than sufficient, but the real load is unknown. 

Note: Every DOTD telephone switch can forward to other switches but not 
witch has to dump local traffic.   

 duct was repaired on the Metairie fiber run on 3/18.What is needed is two 
pulled into the empty conduit with additional pull boxes installed.  One 

will be for the backbone and the second one for ITS use. No electronic 
g for this section can be located.  There presently is no Purchase Order to 
is work. 

There was a discussion of the possibility of using LPB and COX to obtain 
s and resources that DOTD needs to complete its fiber plans.   LPB has 
 for digital TV expansion. Perhaps LPB and DOTD can share some fiber to 
ocations where one has fiber and the other has no fiber.  In this way they 
e each other as either the primary or a secondary (back up) service.  LPB 
tensive video-conferencing systems and broadcast quality studios.  Tom 
ted has the LPB studio was dead quite even with a high A/C output to 
ract the heat from the lights. (The reason is very high ceilings in the studios 
ht turn baffles in the air ducts). LPB is capable of a live video broadcast 

heir studio in the event of an emer

s discussed relative to the fiber links to the BR ATM/EOC: 
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a) 
A funds 

lanning Building 

. There was a discussion of keeping track of the specifics about equipment. There 

eeting of 4/2/02 

The fiber equipment needs to be installed at the ATM/EOC. The ATM and 
regen were purchased with $200,000 of FHW

b) The 12-strand fiber needs to be connected to the Airport P
where some high volume servers are residing. 

c) Another 12-strand fiber is destined for the airport terminal. 

d) The National Guard will also get a fiber feed. They will have to order their 
own equipment to connect to the fiber. 

7
is a need to link together the various data that has been collected in various smaller 
databases.  There is a new DOTD equipment database but it is not all populated 
yet. 

 

8. Tom Harrell mentioned that he has been charged with a six-month assignment 
to develop the overall plan for DOTD telecomms.  Therefore he will be asking 
each group for information on their current usage and projected plans so that he 
can build up a requirement that can be documented and justified. 

B.4 Minutes of the Fiber M

Attendees: 

James Fischer  GDS 

Barry Meche  GDS 

Karl Finch  DOTD 

Eddie Curtis  PBF 

Clyde Williams  DOTD 

Tim Keen  DOTD 

Lonnie Leger  GDS 

Nader Assaf  DOTD 

Duncan Tooley CSC 
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Tom

Scott Wimmer  DOTD 

Gene C

Jos

Ste

Derrick Condalary DOTD  (last half of meeting) 

 Harrell  DOTD 

ummings DOTD 

eph Drago  DOTD 

ve Glascock DOTD  (last half of meeting) 

Topics discussed: 

1. Informal discussion (before formal meeting started) around response and 
repair of a fiber outage on Sunday 3/30. GDS asked if their response time 
was OK? Answer: it was a good dry run.  There was a problem on both 
ends. At District 45 two circuit cards were replaced. At HQ the ATM had to 

3. Karl Finch asked for a review of the fiber backbone status and got the 

s to Lafayette:  Were tested OK by DOTD on 4/1. ATM is running. 
nie and Gene will go program later this week. Derek will supply the 
’s AV  did put circuit cards in Lafayette. 

Y s have been installed at all locations, but the Lake Charles 
w .  It should be replaced quickly from AVAYA’s stock. 

or ion: Derek is still considering what equipment to use there.  
eded for the conduit, fiber and equipment. 

o  of the ATM/EOC to district 61: the equipment has been 
purchased, but needs to be installed. 

 National Guard: needs equipment 

 Traffic Planning center: needs T1 modems 

 LTRC: fiber connection planned for BR phase 2 project. 

 Need for training on AVAYA switches and the ATM’s. 

be reset. 

2. Introduction of James Fischer as a new person at Global Data Systems. 

following response: 

 T1’
Lon
CSU . AYA

 AVA A card
card as bad

 Airp t locat
A funding is ne

 C nnection

Appendix B 7



 

 Lake Charles ATM went out but reset OK when GDS went to the site 
and reset it. Problem seems to have been from power,  

 Some questions around a possible LPB connection. Will this use DOTD 
quipment will they use? Will there be a regen on LPB 

site? At any rate, LPB will have to purchase the necessary equipment. 

 Bridge City ATM in operation with microwave link to La Place (where 

T1’s; not connected yet. 

rchase switch for CCC. (Can’t find the 2nd switch of the two 
that were ordered). 

4. 

5. scock reported: 

MC 
to within 400 feet of LTRC. DOTD researching if it will be spliced on 

cted fiber to run from old to new building. Need to 
decide on equipment and get an estimate from Global for it. 

 

 There is a project for LAN and gigabit Ethernet and installation at 

ipment to do this is at another site 
and justification is needed. 

 Need 1 mile of fiber optic cable to use for these various connections. It 

t for 

tower? What e

New Orleans ATM is in use). 

 Crescent City Microwave was fractional 

 Need to pu

Karl Finch wanted to know the status of ITS projects, so Steve Glascock 
and Derrick Condalary were called to the meeting at this point. 

Steve Gla

 LTRC: Met with City Parish about 4 strands of aerial fiber from K

the pole. DOTD to run from Burbank to Gourrier Avenue into the old 
building. Inter-du

Steve instructed to get National Guard attached under ITS. 

DOTD Traffic Planning. Bernadette is to issue a P.O. to part of this 
work. 

 Project to get fiber from 610 junction to old troop B. When complete, 
the ATM from La Place will go back to Metairie. 

 Plan to run from Butte La Rose to Scott tower to Lafayette via 
microwave. However most of the equ

will have to be a separate bid. 

It was determined that the 230 miles of Enron-provided duc
DO their TD has no pull boxes.  Enron did not run this through 
pull boxes.  DOTD will have to install pull boxes to install fiber.  
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The value of the asset acquired decreased because it was based on 
AILABLE fiber optic duct. AV

6. 

7. Lon e 
HQ building. 

8. Clo . Enron lawyer did not quickly approve 
because antenna wire must pass through another lessee’s space. Several 

ng the 
clock started by holding the antennae outside. The antennae/clock can hold 

9. There was a short DWDM discussion relative to implementation on newer 

y onto this 
backbone. 

Minutes taken by Duncan Tooley 

B.5 Pr
Since LaT
the comm tate Police 
sites is required for the cost projections.  

 In order to obtain that information, Duncan Tooley contacted Trooper Johnnie 
Brown
confirmed

• The DSP troop HQ’s are the only locations involved in DSP Operations. 

par

• 
inv

Based on this information, we have removed reference to any DSP sites in each 
parish 
Troops.  W  offices (at least for now) and adding the 
DSP Command Center that will be co-located with LOEP and become active 
approx

Karl said to proceed to order the microwave license (for ?) 

nie mentioned that for support it is necessary to have a contact for th

ck antenna was not mounted

options were discussed, such as mounting on outside wall, and getti

the time accurate for 30 days. 

Cisco 15808 for providing an OC-48 capacity per agency.  ITS 
communications load would just appear as a bandwidth overla

iority for LSP locations for LaTIS 
IS will have a multi-phased implementation, the priority for build-out of 
unications links and equipment to the various Louisiana S

, the Troop A Public Information Officer, on 10-31-01. Trooper Brown 
 the following information. 

The troops cover multiple parishes. There are no other DSP facilities in the 
ishes. 

The Region Offices and State HQ offices are administrative and are not 
olved in Operations. There is no Region 02. 

from the list of potential LaTIS connection points and are keeping all of the 
e are keeping the Region HQ

imately April 2002. 
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B.6 o 

Notes from meeting with Sean Fontenot of LOEP 11-1-01 

Sin
the co links and equipment to the parish OEP’s is required for the 
cos
Sean F

1. 

r by default.  Some Parishes have staffed 

2.  foreseen event where control of any LaTIS device (camera, 
variable message sign, variable speed sign, highway a
be required by any parish OEP.  It will be sufficient for them to have access 

(speed and vehicular 
counts). 

• Full time Offices that could utilize LaTIS information (Priority 3 & 4) 

• All others (Priority 6) 

rish EOP 

Priority for Parish OEP offices for connection t
LaTIS 

ce LaTIS will have a multi-phased implementation, the priority for build-out of 
mmunications 

t projections.  In order to obtain that information, Duncan Tooley met with 
ontenot of LOEP on 11-01-01 and obtained the enclosed information. 

Louisiana State law established the Office of Emergency Preparedness in 
every parish. If the President of the Parish does not appoint a Director of 
OEP, then he is the Directo
fulltime offices, some only a Director, some only a part time appointee or 
the default President.   
 

There is no
dvisory radio) would 

to video, and the data from the radar speed detectors 

3. The priority for connection of the parish OEP’s to the LaTIS system was 
estimated (by Sean) based upon: 

• Existing groups of parish OEP’s already working together (Priority 1 & 
2) 

• Active Directors (Priority 5) 

Caddo-Bossier parishes have a single joint 2-pa
operation, but have two physical offices.  Each location would 
need to have access to LaTIS. 

The current Emergency Operation Center was viewed as well as 
the plans for the Independence Ave site to occupied in April 2002. 

A current list of EOP Directors, mailing addresses and telephone 
numbers was provided. This information was used to update the 
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CSC list of potential LaTIS sites that is being used for 
communication cost estimating. 

A separate related task involved determining the physical location (street address) 
tion is necessary for pricing the 

This 
information has been updated in the list of potential LaTIS sites (attached).  The 
list

B.7 

(taken by Duncan Tooley, CSC LaTIS Communications Team) 

I ex
workin
respon
follow

o LSP troop HQ’s:  

he ITS plan. LSP has recently expressed 
interest in being included. 

o Parish EOP’s   

of each parish OEP because this informa
communication lines.  This information was obtained by reverse directory search 
engines (approximately 60%) and calling the OEP offices to get the street address 
from the office staff.  A few offices were non-responsive to repeated telephone 
calls. In those cases, the city from the LOEP mailing list was used.  

 is still being refined. 

Notes from conversation with Tom Payment 
11/6/01   

pressed to Tom the need to filter the list of potential LaTIS sites that we are 
g with into a list of probable real sites, even if for subsequent phases.  Tom 
ded with his view on the LaTIS sites.  Here is Tom’s response about the 
ing categories: 

These were not in t

These are not in ITS plan. LOEP is in the plan, and they are 
responsible for getting the information to Parish OEP’s. 

o DOTD  Project Engineering offices  

These need LaTIS. The Project Engineers are responsible for 
traffic flow in their construction zones.  They will be responsible 
for instructing work crews to open up lanes in the event of 
evacuation.  They will need to input lane closures in construction 
zones. 

o DOTD Maintenance Yards    

They need to input into LaTIS road closures/openings.  They are 
the ones who actually do the closing. 
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o 

They do not need access to LaTIS because they are located on the 

DOTD Repair Shops  

same site as the District Offices that will have LaTIS access. If 
someone needs access from the Repair Shop for any reason, they 
can walk over to the District Office for access. 

o DOTD Research Labs     

These do not need access to LaTIS. (May need communications 
for video conferencing). 

  

LaTIS TeB.8 am Meeting – 12/12/01 

B.8.1 Task Order # 0 Program management & 

 escalation factor of 4.25. 

B.8  # 1 Statewide Implementation Plan 

Bryan Davis is now 
draft is being expa  request.  Input from additional 
stakeholders will be worked into the document and it will be expanded to cover 
Operations, the Regional Deployments, the Communications Plan, and what the 
State w  is expected 
March

B.8  

B.8.4 oyment 

Eddie debugging the 
device  power 
supplie been replaced with deep cycle batteries and battery chargers for the 
radar detectors. The MIST software is installed and functioning correctly.  An 
ext  been approved. Everything is expected to be 
com te by that date except long vehicle classification, the Maintenance Plan, 
and the

administration 

PBFI will distribute a revised budget template reflecting the current semi-annual 
(February and August)

.2 Task Order

responsible for the task. He explained that the original concise 
nded at Steve Glascock’s

ill need to do to supplement the Regional plans. Completion
 2002. 

.3 Task Order # 2  cancelled

 Task Order # 3 Baton Rouge Accelerated Depl

Curtis gave the presentation. He has been instrumental is 
s and completing the configuration. The undersized uninterruptible
s have 

ension of the task to 12/31/01 has
ple

 map showing lane speeds. 
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B.8 Statewide ITS Telecommunications 

Micha us far. 
Stakeh  report. 
Since el, the CHART experience 
was presented in the derived requirements and costing models. Since video is the 
driving factor in the communications requirements, the impacts of various choices 
about nications 
equipm network were presented.  Handouts of the 
presentation and other work products were distributed. (Copies are available from 
PBFI). The task is presently on schedule and budget for 3/02 completion. 

.5 Task Order # 4  
Design 

el Madden made the presentation of the work completed th
olders and estimated device counts were based on the draft LaTIS
CHART had been selected as a directional mod

video service were presented. A preliminary costing for commu
ent and an all-leased 

Decisions confirmed at the meeting: 

• Video distribution will be full motion locally (at backbon
which the video is hubbed) and compressed at remote loca

e node sites from 
tions. 

• The communication design will use existing DOTD communication assets 

• The ITS network will be kept isolated from the DOTD administrative 
 must be 

high. 

where possible. 

network to the extent practical. The security of the ITS network

Action items agreed at the meeting: 

• DOTD to prioritize the stakeholder list and determine the video and data 
required at each site. (LPB and FHWA added to stakeholder list at 
meeting). DOTD also to determine number of remote access connections 
(dial-in) to ITS network. 

• DOTD to arrange a meeting between CSC/PBFI team and the DOTD 
network group for the purposes of clarifying usage of existing resources.  

• DOTD to determine acceptable limits for concurrently available devices 
and their response times, (slide 30 of presentation). Dean Tekell offered to 
assist. 

• DOTD to give CSC existing microwave upgrade proposal information for 
use in communications cost evaluations. 
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• PBFI will consolidate the current view of projected device counts by

municatio

 
location. (5-year and 10-year estimates are requested because 
com ns equipment life-cycle is about 5 years). 

or video cameras on major assets.  John 
details of camera counts and locations to 

• /02) and to 

 

B.8.6

nticipated let date has moved from January to 
February 2002 because of delay in obtaining permits for conduit to cross railroad 
righ

B.8.7

Task is several months behind schedule and may overrun slightly, but will be held 
to e
remov r 
placement into a separate bid package. FHWA will require a written agreement on 
use  
the pro
to renew annually for four more years is planned).  

B.8

Task was due 11/2001. No extension has been requested. Need funding decision 
for obtaining an architect. Need MPO RPC (?) to participate. Much information 

• CSC will add information into report about the current state-of-the-art of 
communications to “In-vehicle” to show awareness of this ITS issue. 

• CSC to evaluate risks and advantages of IP-based video multicast 
distribution vs. the CHART-style circuit-based distribution.  

• CSC to prepare a risk analysis and recommendations for risk mitigation for 
the ITS network. 

• CSC to add cost analysis f
Broemmelsiek will provide 
include.. 

CSC to be present for the Engineering Conference (week of 2/18
give a presentation of communications issues to DOTD senior 
management. 

 Task Order # 5 Baton Rouge Field Design 

Design is complete and delivered. A

t-of-way. 

 Task Order # 6  New Orleans interim ATM 

Jun  2002 contract letting to stay within current fiscal year.  Software is being 
ed from the project and the specifications sent to Steve Glascock fo

 of the microwave and a detailed plan for maintenance of ITS equipment before 
ject can be let. (A one-year equipment maintenance agreement with option 

.8 Task Order # 7 New Orleans TMC 
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has l
7/2003

B.8.9 Task Order # 8 Shreveport/Bossier City 

Task ucted. 
Development of ITS architecture and the ITS plan remain to be done. An issue is 
Shr

B.8.10 Task Order # 9 Lafayette  

Draft s is on ProjectSolve. Task is on schedule for 3/02 
completion. DOTD wants an OC-12 link between DOTD and Lafayette networks 
so t t

B.8.1  Order # 10 CSISN Design & progress Plan 

Fin d
develo

B.8.12 Task Order # 12 Houma Implementation Plan  

ock 12/14/01. 

B.8.13 Task Order # 11 Baton Rouge ATMS Design (phase 

nsulting contracts review. Anticipated NTP in January with a 360 

s Task to DOTD IT 
ssed the following topics 

 a ready been pulled together into a document. Construction is anticipated 
 to 7/2004. 

is about 35% complete. Stakeholder interviews have been cond

eveport concern about standardization of traffic controllers. 

from stakeholder

ha  DOTD can piggyback State ITS needs on Lafayette ITS needs. 

1 Task

al esign document is complete. IT will get software to test. RFP’s will be 
ped. 

PBFI is finalizing budget now and will be submitted to Steve Glasc

2) 

Presently in co
day task duration. 

B.8.14 Task Order # 13 ATM/EOC Operations 

Scope needs to be developed by Walter Kraft. 

Notes by D S Tooley 12/14/01 

B.9 Minutes from the 01-15-02 Presentation of the 
Statewide ITS Communication

1. Michael Madden and Duncan Tooley of CSC discu
with the aid of a 34-page presentation and distribution of the printed version: 

• CSC’s role as a Subcontractor to PBFI 
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• Progress to-date on the Statewide ITS Communication Task 

• ITS Communication Requirements 

• Proposed Statewide ITS Communication Network Architecture 

• DOTD IT 2002-2007 EIA Plan Summary (as related to communications 

item confirmed at the meeting was the decision for the ITS network to 
c ssion, 

at   The 

: 

• Completion of setting the priority and number of simultaneous video feeds 
for each LaTIS stakeholder site.  Responsibility for this task lies with Steve 

itional sites were identified as truck scales, mobile roadside 
devices at construction projects, and additional USGS locations.  These will 

termine if the present state of the 
technology would be appropriate for the ITS network and acceptable to
DOTD.  The results of this evaluation will influence the recommended 

ucture.  
costs.  

is 
base level of security must be determined, so that additional ITS security 

y.  Responsibility for this task lies 

• Existing  DOTD / OTM  Infrastructure Overview 

network) 

• Opportunities for Sharing of Network Resources and Services 

• Benefits of Sharing 

• Technical Challenges to Sharing 

• Institutional Challenges to Sharing 

2.  The key 
be built upon the existing DOTD IT network infrastructure.   After dis u
all in attendance agreed that this is the most practical and affordable p h.
FHWD representative concurred in this approach. 

3. The following priority tasks for making this approach workable were discussed

Glascock to compile with assistance of others.    (Note: At the meeting 
possible add

be evaluated and added if appropriate).  

• Evaluation of IP multicast video to de
 

choice between a circuit-based network and an IP-based network str
This choice determines the equipment needed and resulting 
Responsibility for this task lies with the CSC Team. 

• Development of a security policy for the DOTD IT network and then the 
effort necessary to get the network into conformance with the policy.  Th

requirements can be determined, if an
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with DOTD IT group.  This task already has the highest priority in the 
2002-2007 EIA Plan. 

• Establishment of a configuration change process for changes to the DOTD 
this process 

was discussed, responsibility for developing this process was not discussed.  

• Establishment of agreements for response times for resolving network 

coverage for Helpdesk and other support, etc., to meet ITS 
requirements.  Although the necessity for developing such agreements was 

Agreements 
(SLAs) was not discussed. 

The meeting ended with a tour of the Operations and Data Centers 

network infrastructure.  Although the necessity for developing 

incidents, Quality of Service (QOS) for video and ITS application data, 
hours of 

discussed, responsibility for developing the Service Level 

at the ATM/EOC.  This led to some informal discussions about: 

and Internet access to the MIST web 
server via the DOTD IT network infrastructure (i.e., for ITS stakeholder 

s of the MIST servers to the 
IT group which now performs the backups for DOTD IT servers.  This 

Elizab

The p
approx en by Duncan Tooley. 

B.

Attend
Tooley  in the ATM/EOC. 

Req

• Techniques for providing Intranet 

and public access to ITS closed-circuit television [CCTV] video snapshots 
and traffic speed information). 

• Transferring responsibility for making backup

option appeared particularly attractive given the planned implementation of 
a Storage Area Network (SAN) by the DOTD IT group, and the suite of 
tools that they are currently utilizing to provide backups. 

eth Delaney of PBFI will pursue these items. 

resentation was held at the Baton Rouge ATM/EOC from 8 AM until 
imately 11:30 AM. The minutes were tak

10 LaTIS Site Priority and Video Allocation Meeting 
1/23/02 
ees: Stephen Glascock, John Broemmelsiek, Elizabeth Delaney, Duncan 
. The meeting was held in the DOTD conference room

uests for CSC assistance: 

Two options are being worked with Sun America based on the fiber and 
conduit valuations provided by CSC.  They appear to present an 

1. 
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opportunity not only to obtain a fiber link to the North, but also to fill in 
some missing fiber connectivity in other areas. Both options involve a near 
equal-valued swap of assets.  

Steve requested that CSC provide a justification (probable use) for the 
72 fibers from LA415@highway 190 to I12@US61. This item represents 
the highest valued asset in the request from DOTD to Sun America.  This 

re still being discussed as possible inclusions, 
such as “loan” of  4 fibers from Shreveport to Monroe (presumably until 

rmit), 
the Texas 

and Mississippi borders. Steve provided a copy of the two (confidential) 

2. 
ld be done with the existing microwave 

network.  

Presen

request to CSC is motivated by the view that reduction in the requested 
number would permit DOTD to request other assets from Sun America 
with the value saved.  The funds could be used to request assets that would 
complete the network more quickly by perhaps providing fiber that is now 
planned for DOTD future construction projects. There are other items not 
listed in the options that a

Sun America completes their construction based on the requested pe
and access for DOTD from existing district office terminations to 

options so that CSC could evaluate them. Option #1 is the current favorite. 

Steve also requested that CSC’s final LaTIS communication report 
recommend clearly what shou

tation to Dom Cali  

n Tooley informed the group on the meeting with Dom Cali to brief him on 
5-02 presentation that he missed. Mr. Cali agrees with th

Dunca
the 1-1 e plan to build the 
ITS network on the existing DOTD network infrastructure. He named Derrick 

rganization for learning more 
about the DOTD IT infrastructure.  He provided me with a large schematic 

e Helpdesk 
and response staffing required for the ITS network.  He also mentioned that work 

l 
year (J

Condalary as our primary contact point within his o

diagram of the entire DOTD network. Mr. Cal1 mentioned the need to collaborate 
with Steve in requesting the additional manpower needed to meet th

on the security issues would not begin until after funding is obtained next fisca
uly). 

The LaTIS Site Communications Requirements  

o A requirements table for LaTIS sites is presented below.  The complete 
 populated based on the summary table that sets the 
 of site. 

o 

table of all sites is to be
requirements by the type

The priority for implementation is: 
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i. TMC’s and State Agency HQ’s (LSP, LEOP,DOTD) 

ii. Start in the southern corridor (BR and south), then the northern 
corridor, then everything else. 

o 

 

) and Disaster Recovery issues with the existing network (as 
) will have already been resolved in a manner that is 

TS requirements. Service Level Agreements to cover 

eeds as colored lanes.  

tion that will be posted to the 

g) lity video will be available from all 
C. 

iii. Priority has become less important since most sites in the full list 
will not require direct LaTIS connectivity. 

 

The operating environment upon which this prioritization is based is the 
following: 

b) The communications to each site will utilize existing DOTD network 
facilities where they already exist with sufficient bandwidth.  
Augmentation of existing communications lines and equipment will be 
done where the existing network is insufficient to handle the additional 
ITS workload. (FHWA funds to assist).  New communications lines will 
be added where they do not exist (FHWA funds to assist). DOTD fiber
will be used wherever possible. 

c) The Security, Change Control, Support, Responsiveness, Fail-over 
(backup
present on 1-15-02
adequate for the I
these items will be in effect. 

d) Periodic (approximately every minute), snapshots from ALL of the ITS 
video cameras will be posted to the DOTD website(s).  (Note: 
Procedures may be needed to block the feed to the internet of relevant 
cameras during an incident. This may be necessary to protect the 
privacy of possible victims).  

e) Similarly, the results of ALL radar detectors will be used to maintain 
State and regional maps posted to the DOTD website(s) showing lane 
sp

f) Many sites only require access to informa
DOTD website(s).  If these sites do not presently have access to the 
internet, it will be provided under the ITS program with FHWA funds to 
assist. 

In each TMC, full motion, high qua
cameras that are hubbed into that TM
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h) Bet ote TMC, 
compressed video will be available with a bandwidth of 384 Kbps. Each 
TM
video 

i) Ea
feed ca atic rotating basis. 

j) News media will have access to high quality video feed from a 
connection at each TMC.  They will have to come to TMC to connect to 

tion available to the public. 

laptops via 2 secure local dial-in 
connections at each TMC. 

LaTIS  s

LaTIS Site

ween TMC’s and any display hubbed into a rem

C will be capable of receiving a maximum of 7 simultaneous remote 
feeds. 

ch site that receives a video feed has the capability of switching the 
mera source, both manually and on an autom

this feed.  Otherwise, they have access through the internet to the 
informa

k) Access to the ITS application and its underlying software technology 
will be accessible (with appropriate security) from: 

o Workstations at each TMC and other LaTIS site locations (as 
specified in table) 

o Remote workstations or 

o Workstations of DOTD IT support personnel via the DOTD WAN 
connections to each TMC. 

ites: 

 type Simulta-
neous 
video 
feeds 

ITS data 
and control 

# remote 

  dial-in 

Notes 

7 TMC’s Yes 2  

LSP HQ / La OEP 7 Yes 0 Shared facility 

3 CCCD Yes 0  

LSP tro sop  3 Yes 0  

tricts w/no TMC 3 Yes 0  DOTD dis

Causeway Commission 3 Yes 0  

DOTD HQ 0   3 Yes 
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DOTD 
Office 

Project Engineer 3 Yes 0  

Local DPW 3 Yes 0  

LTRC 
connection 

0 No 0 Internet 

Regional Media 0 No 0 Internet 
connection 

Rest Areas 0 No 0 Internet 
connection 

Visitor Centers 0 No 0 Internet 
connection 

DOTD Maintenance Units 0 No 0 Internet 
connection 

DOTD Truck scales 0 No 0 Internet 
connection 

Parish OEP’s 0 No 0 Internet 
connection 

USGS 0 No 0 Perio

and pre

tes taken by Duncan Toole

B.11 Minutes of Meeting Held April 4, 2002 to Finalize 

designations of the types of mu n serv  al o
encoded on the latest L
changes. 

ers 02

dic FTP 
feed into ITS 

The detailed complete LaTIS site list will be populated with these requirements 
sented for final sign-off. 

Minu y 

the LaTIS Site List 
In a meeting today, Steve Glascock and John Broemmelsiek approved the 

 com nicatio ice to l the L uisiana sites as 
aTIS (v ion 2, dated 2-22- ) list.  No items were 
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A discussion about the Parish OEP's in the New Orleans district occurred, but the 
ist as is. LaOEP will be responsible for 

unications with the local OEP's in an emergency. 

en by: 

n Tooley (CSC) 

225-216-0793 (Baton Rouge Office) 

225-802-2383 (Cell) 

IS Device Cou t 
 

Projected Device Counts By Location - 5 Years 

end decision was to leave the l
comm

 

Minutes tak

Dunca

B.12 LaT n

re
ve

p
os

M
on

ro
e 

ar
l

Interstate Miles 20 10   1   67 0 3     0 .2 2 130.2 

24 

ITS Component Sh
or

t/B
si

er
 

Al
ex

an
dr

ia
 

La
ke

 C
h

es
 

Fo
g 

Pr
oj

ec
t 

La
fa

ye
tte

 

Ba
to

n 
R

ou
ge

 

H
ou

m
a 

N
ew

 O
rle

an
s 

H
am

m
on

d 

Total 

DMS 15 4 4 32 12 0 14 2 5   88 

VSLS 0 0 0 0 24 0 0 0 0   

RTMS 150 38 20 4 24 48 30 8 14   336 

CCTV 50 19 10 16 6 12 24 3 12   152 

HAR       2 0 1 2 0 0   5 

Weather Stations         3 0 0 0 0   3 

ectors         Fog Det 0 0 0 0 0   0 

Total Number of Devices:                  608 
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Projected Device Counts By Location - 10 Years 

Sh
os

M
on

ro
e 

Al
ex

an
dr

ia
 

La
ke

 C
ha

rle
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Fo
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t 

La
fa

ye
tte

 

Ba
to

n 
R

ou
ge

 

H
ou

m
a 

N
ew

 O
rle

an
s 

H
am

m
on

d 

Total 

si
er

 
re

ve
po

rt/
B

ITS Component 

Interstate Miles 65 10   10   67.2 30 6.4     188.6 

DMS 25 4 4 32 12 0 28 4 28 16 153 

VSLS 0 0 0 0 24 0 0 0 18 82 124 

RTMS 162 1205 439 38 20 4 24 48 60 24 386

01

  

CCTV 157 19 10 16 12 48 1 90 464 6 

0 

5 

HAR     1 1   6   

  

2 2 

Weather Stations       3 0         3 

Fog Detectors         0 0       81 81 

Total Number of Devices:                  2036 

 

Note:  10 year projections include the five year projections.       

              

Lafayette Interstate miles includes future I-49 miles in Iberia, Lafayette and St. Landry Parishes. 

Interstate miles could all be included in 5 year projections because of the fiber installed.  

There are some locations where only fiber is installed now;  with devices being future.   
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B.13 Device Latency and Concurrency Memo 
Here is the information requested regarding Concurrency and Latency of 
non 

video devices such as traffic signals, detectors, HAR and DMS. 

 

Acceptable Latency s 

ic Signal 8 1 m   he nu er e

                          e ed with 
an ITS 

    i e o at  m  

                     u
applications or smaller 

RVD    8   500 ms    urban areas may require fewer 

                                                          devices to be 

HAR    8   3 minutes     concurrently accessible or 

                                                          accept higher 
atency. 

unca  I t ust at C C wi  pro ide e PB tea  an  DO  with  

 
help 

us make intelligent trade offs required to mesh these selections within 

xisting and anticipated communications infrastructure and budgets. 

 

Best Regards, 

 

Device Type # Concurrently Accessible Note

Traff      00 s  T se mb s w re 

      
an urb

                         s lect

DMS 8  1 m nut    per ion in ind.

                                    R ral 

 

l

 

D n, r th S ll v th  m d TD  a

discussion of the implications of these selections.  We look to you to

the 

e
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Dean Tekell 

One Lafayette Square 

345 Doucet Road, Suite 231 

Lafayette, LA 70503 

337-988-5211    888-877-9434 (toll free) 

337-988-5262 (fax)   dtekell@trafficstudy.com 
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Appendix C Additional Fiber and Microwave Data 

C.1  Schematics 
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C.2 Detailed Description of the Enron Fiber Route 
 permitteea. The identity of the : 

 

Enron Communications, Inc. Permit No. 150840 

210 SW Morrison, Suite 400 

Portland, Oregon 97204 

 

b. Location of fiber-optic cable facilities of the permittee: 

 
Beginning near the Texas state line: 

• Runs eastward along the south side of an unnamed canal for 0.53 miles 

• Continues along Stewart Road for 1.04 miles where it 

• Crosses I-10 at the Toomey truck scales 

• Runs eastward along the south side of I-10 all the way to the LA 415 
interchange, just west of Baton Rouge: 

- 27.20 miles through Calcasieu Parish 

- 22.41 miles through Jefferson Davis Parish 

- 26.98 miles through Acadia Parish 

- 13.96 miles through Lafayette Parish 

- 19.22 miles thorough St. Martin Parish 

- 14.72 miles through Iberville Parish 

- 10.27 miles into West Baton Rouge Parish to LA 415  

• Runs north 2.90 miles along the west side of LA 415 to the Plantation Road 
intersection, where it crosses under LA 415 to the east side of Plantation. 

• Continues 0.34 miles to the intersection of US 190 
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• Runs east 2.94 miles to the East Baton Rouge Parish line.  Starts along the 
h/west 

side of the westbound lanes prior to crossing the US 190 Mississippi River 
d

• ontinues eastward along the north/east side of Airline Highway (US 61/190) 
0.23 miles to I-12 near Aubin Lane.  

h side of I-12 to the I-55 intercha

n Parish line 

ivingston Parish 

4.39 miles into Tangipahoa Parish to I-55 

• 

• Runs south 6.67 miles to the intersection of US 51 

• Continues south 8.03 miles along the west side of US 51 towards LaPlace to 
 

Airline 

owards New Orleans: 

- 11.26 miles through St. Charles to the Jefferson Parish line 

- 1.87 miles to Airport Access Road at New Orleans International Airport 

• Crosses northward under US 61 and Airport Access Road 

e north/west side of Airport Road 

d to Veterans Boulevard 

th side 

• Runs 0.32 miles eastward to Illinois Avenue 

Turns north 0.15 miles along Illinois Ave to I-10 eastbound entrance ramp 

east/south side of US 190 eastbound lanes and crosses over to the nort

bri ge.  

C
1

• Runs east to along the nort nge in Hammond: 

- 5.89 miles to the Livingsto

- 26.96 miles through L

- 

Crosses under both lanes of I-12 to the west side of I-55 

the St. John the Baptist Parish line

• Continues south 17.40 miles in St. John to south side of US 61 (
Highway) 

• Runs east along the south side of US 61 t

- 2.94 miles to the St. Charles Parish line. 

• Continues north 1.83 miles along th

• Crosses under Airport Road, northwar

• Crosses under Veterans Blvd. to the nor

• 

• Continues east along I-10 for 2.62 miles: 

- Runs along the ramp and reaches south side of I-10 
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- Just west of the Power Boulevard intersection, crosses over to north side of 
I-10  

- Crosses under Veterans Hwy on the north/east side of the intersection 

 
parallels I-10)  

f Vineland to Transcontinental Drive, 
where it returns to the south side of I-10.  

• Continues 0.71 miles east, past the Clearview Parkway interchange, where it 
rvice Road West 

 West to N. Causeway 

•  I-10 Service Road East to the end of the 

• .56 miles along I-10 to the Orleans Parish Line. 

h side of Academy Drive 

• Crosses Academy and continues 0.15 miles along I-10. 

on.  

venue) to the South 

to 
the east side of Earhart Boulevard.  

• Continues 1.28 miles on the north side of Earhart to just west of South Galvez 

ola 
treet. 

• Continues 0.32 miles on the south side of Calliope, past Carondelet Street, 
 of US 90B. 

- Crosses back to the south side of I-10, east of Veterans Hwy  

- Continues east on the south side of I-10 to Vineland Drive (which closely

• Runs 0.35 miles along the south side o

jogs over to the south side of South I-10 Se

• Continues east 1.29 miles along South I-10 Service Road
Blvd interchange. 

• Continues 0.40 miles along I-10. 

Continues 1.31 miles along South
service road. 

Continues 0

• Continues 0.04 miles along I-10 to Academy Drive. 

• Continues 1.01 miles along the west/sout

• Continues 0.47 miles along I-10 to the Metairie Road exit.  

• Continues 0.24 miles on the south side of I-10 to the Quince St. intersecti

• Continues 1.45 miles along I-10 (paralleling Howard A
Broad Overpass  

• Crosses under Howard Avenue, parallel to South Broad, and runs 0.20 miles 

St. 

• Crosses over to the south side of Earhart and continues through the Loy
Avenue off ramp intersection to Calliope S

where it jogs north under US 90B to reach the north side
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• 
Expressway) to Camp Street. 

• at the 
southwest corner of the intersection with Poydras Street. 

Continues eastward 0.16 miles on the north side of US 90B (Ponchartrain 

Runs 0.53 miles along the north/west side of Camp St. to the end, ending 

Appendix C 5



 

C. age Spreadsheet 3 Enron Route Mile
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C.4 Digital Microware T1 Map 
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Appendix D Leased Circuit Cost Details 
his appendix presents the leased circuit costs for the five phased LaTIS communications 

network architecture options including: Phase 1; Phase 2 with no North/South fiber; 
hase 3 with no North/South fiber, Phase 2 with North/South fiber, and Phase 3 with 
orth/South fiber.  

D.1 Backbone Circuits 
The backbone includes inter-LATA DS3 ATM circuits and intra-LATA DS3 ATM 
circuits. 

D.1.1 Inter-LATA Connectivity 

The derivation of the cost estimates for cross-LATA full DS3 access with full DS3 
PVC links are proprietary. Table D-1 summarizes the recurring costs for each of 
the four ATM nodes. 

Table D-1  - DS3 ATM Service 
Location Recurring Cost ($/month) 

T

P
N

Houma EOC $22,079.50 

DOTD District 3 Headquarters $21,400.50 

DOTD District 58 Headquarters $25,073.50 

DOTD District 61 Headquarters $21,812.50 

 

D.1.2 Intra-LATA Connectivity 
The cost of full DS3 access service with a full DS3 PVC was derived using a BellSouth 
tariff. 
The applicable BellSouth tariff for intra-LATA DS3 service is E21 Fast Packet Access 
Service (XAATMS).  BellSouth Exchange Access Asynchronous Transfer Mode (ATM) 
Service (XAATMS) is a connection-oriented data service based on ATM cell-based 
switching technology. BellSouth XAATMS allows for the interconnection of ATM 
compatible customer equipment by providing efficient throughput at high speeds of 
transmission. BellSouth XAATMS provides the switching of symmetrical duplex 
transmissions of fixed-length ATM cells. 
As per the tariff, DS3 access for a one-to-two year lease is $1,920.00. 
PVCs cost $25.00 per month per Megabit. The cost of a 45 Mb PVC is calculated to be 
$25X45 = $1125/month. 
The total monthly recurring cost for full intra-LATA DS3 service is the sum of the 
monthly access and PVC charge: 
$/month = $1920.00+$1125 = $3045.00. 
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D.1.3 Backbone Tails 
The LaTIS backbone architecture options provide for leased T-1 service for the center-to-
center backbone tail circuits. The estimated cost of these circuits was derived in part 
using a BellSouth tariff, and also utilizing relevant historical SHA CHART statistical 
data. 
The applicable BellSouth tariff for T-1 service is B.7.1 Megalink Service. 

k service provides for the simultaneous two-way transmission of isochronous 
nals at DS1 speeds at 1.544 Mbps, where facilities are available. 

Channel Termination: $138
Fixed mi 0.00 per month 
Variable  mileage: $26.00 per month (0-8 miles) 
   onth (9-25 miles) 
   ) 

Appendix E, Figure E-1 summarizes 30 SHA CHART center-to-center T-1 
circuits a n the servic ffices (COs).  

he average variable mileage for these 30 CHART T-1 circuits is 8.0 miles. This metric 
 scaled by the factor 1.32 as per the discussion in Section 5.2.2, yielding 10.56 miles.  

alculated as follows: 
56X$26.00 = $620.56/month. 

 Total Backbone Recurring Costs 

ns 4.2.2.1, 4.2.2.2, and 4.2.2.3. The Recurring 
tra-LATA DS3 as 

The Total Recurring  $/month column shows the product of the 

-1 – Phase 1 

 
MegaLin
digital sig

 
The following costs are available for a two-to-four year lease: 

 
.00 per month 

leage:  $7

$24.00 per m
$22.00 per month  ( >25 miles

nd the associated miles betwee e Central O
T
is
The T-1 center-to-center cost assumed for LaTIS is c
Recurring T-1 $/month = 2X$138.00 + $70.00 + 10.

D.1.4
Figures D-1 through D-5 present tabulations of the recurring monthly costs of the leased 
backbone circuits for the five phased backbone architecture options.  
For each location, one row is assigned for Intra-LATA DS3 service, if any; one row is 
assigned for inter-LATA service, if any; and one row is assigned for T-1 service, if any.  
The Number Circuits column lists the number of circuits required in accordance with the 
architecture diagrams presented in Sectio
$/month column lists in order for each location: the cost of an in
derived in Section D.1.2 (if applicable); the cost of an inter-LATA DS3 as documented in 
Section D.1.1 (if applicable); and the unit cost of a T-1 tail circuit (if applicable) as 
derived in Section D.1.3. 
number of circuits times the unit cost per circuit. 

Figure D

Appendix D 2



 

Appendix D 3

orth/South Fiber 

 

 

Figure D-2 - Phase 2 Without N

      Total 

  Number Recurring Recurring 

Center Location Service Circuits $/month $/month 

DOTD District 2 HQ Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 8 $620.56 $4,964.48

Houma EOC Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 1 $22,079.50 $22,079.50

  T-1 1 $620.56 $620.56

DOTD District 3 HQ Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 1 $21,400.50 $21,400.50

  T-1 10 $620.56 $6,205.60

DOTD District 7 HQ Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 0 $0.00 $0.00



 

  T-1 1 $620.56 $620.56

DOTD District 61 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 1 $21,812.50 $21,812.50

  T-1 6 $620.56 $3,723.36

DOTD District 62 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 0 $620.56 $0.00

DOTD District 8 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 2 $620.56 $1,241.12

DOTD District 04 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  6 $5,585.04T-1 9 $620.5

DOTD District 05 HQ Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 1 0.56 56$62  $620.

DOTD District 58 HQ A DS3 1 045.00 .00Intra-LAT $3,  $3,045

  Inter-LATA DS3 1 $ $25,073.50 25,073.50

  T-1 0 $620.56 $0.00

 Total   $132,217.28

 

Figure D-3 – Phase 3 Without North/South Fiber 
 

      Total 

  Number Recurring Recurring 

Center Location Service Circuits $/month $/month 

DOTD District 2 HQ Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 0 $0.00 $0.00
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  T-1 8 $620.56 $4,964.48

Houma EOC Intra-LATA DS3 1 $3,0 $3,045.00 45.00

  Inter-LATA DS3 1 $22,079.50 $22,079.50

  T-1 2 $620.56 $1,241.12

DOTD District 3 HQ Intra-LATA DS3 1 $3,0 $3,045.00 45.00

  Inter-LATA DS3 1 $21,4 $21,400.50 00.50

  T-1 1 $6,20 $620.56 05.60

DOTD District 7 HQ Intra-LATA DS3 1 $3,0 $3,045.00 45.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 6 $620.56 $3,723.36

DOTD District 61 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 1 $21,8 $21,812.50 12.50

  T-1 6 $620.56 $3,723.36

DOTD District 62 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 4 $620.56 $2,482.24

DOTD District 8 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 1 $6,20 $620.56 05.60

DOTD District 04 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  6 $5,585.04T-1 9 $620.5

DOTD District 05 HQ Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 4 $620.56 $2,482.24

DOTD District 58 HQ Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 1 $25,073.50 $25,073.50

  T-1 0 $620.56 $0.00
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 Total   $145,249.04

 

Figure D-4 – Phase 2 With North/South Fiber 
 

      Total 

  Number Recurring Recurring 

Center Location Service Circuits $/month $/month 

DOTD District 2 HQ Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 8 $620.56 $4,964.48

Houma EOC Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 1 $22,079.50 $22,079.50

  T-1 1 $620.56 $620.56

DOTD District 3 HQ Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 1 $21,400.50 $21,400.50

  T-1 10 $620.56 $6,205.60

DOTD District 7 HQ Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 1 $620.56 $620.56

DOTD District 61 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 6 $620.56 $3,723.36

DOTD District 62 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 0 $620.56 $0.00

DOTD District 8 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 2 $620.56 $1,241.12
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DOTD District 04 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  0.56 $5,585.04T-1 9 $62

DOTD District 05 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 1 $620.56 $620.56

DOTD District 58 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 0 $620.56 $0.00

 Total   $79,241.28

 

F  Phase 3 With North/Sou  F
 

    ot

igure D-5 – th iber 

  T al 

  Number Recu erring R curring 

Center Location ice Circuits nth /mServ $/mo  $ onth 

DOTD District 2 HQ Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 8 $620.56 $4,964.48

Houma EOC Intra-LATA DS3 1 $3,0 $3,045.00 45.00

  Inter-LATA DS3 1 $22,0 $22,079.50 79.50

  T-1 2 $620.56 $1,241.12

DOTD District 3 HQ Intra-LATA DS3 1 $3,0 $3,045.00 45.00

  Inter-LATA DS3 1 $21,4 $21,400.50 00.50

  T-1 1 $6,20 $620.56 05.60

DOTD District 7 HQ Intra-LATA DS3 1 $3,0 $3,045.00 45.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 6 $620.56 $3,723.36
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DOTD District 61 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 6 $620.56 $3,723.36

DOTD District 62 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 4 $620.56 $2,482.24

DOTD District 8 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 1 $6,20 $620.56 05.60

DOTD District 04 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  0.56 $5,585.04T-1 9 $62

DOTD District 05 HQ Intra-LATA DS3 1 $3,045.00 $3,045.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 4 $620.56 $2,482.24

DOTD District 58 HQ Intra-LATA DS3 0 $0.00 $0.00

  Inter-LATA DS3 0 $0.00 $0.00

  T-1 0 $620.56 $0.00

 Total   $95,318.04

 
Figure D-6 summarizes the backbone and backbone tail recurring monthly costs by 
location and architecture option. 

Figure D-6 – LaTIS Backbone Recurring Monthly Costs For All Locations, 
Phases, and Options  
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y location and pha

ield its Requiring Leased Ci uits By Location and 
Phase 

 

D.2.1 CCTV 
The LaTIS CCTV devices will require T-1 service. It is assumed that each device will 
require a full T-1 to provide a picture that is at least close to full motion video quality. 
The cost of the T-1 service estimated in the same manner as backbone T-1 tails as 

D
L s to he speed vice typ

Traffic Microwa Sensor (RTM

b se.  

Figure D-7- F  Device Un rc

.2 Field Device Circuits 
aTIS field device  be deployed include CCTV, and t  low de es 

including Dynamic Message Sign (DMS),Variable Speed Limit Sign (VLSI), Radar 
ve S), Highway Advisory Radio (HAR), and Fog Detector 

units. These device types all require leased services. 
Figure D-7 illustrates the number of devices of each type that will require leased circuits 



 

documented in Section D.1.3, i.e., derived in part using a BellSouth tariff, and also 
utilizing modified relevant SHA CHART metrics. 
The applicable BellSouth tariff for T-1 service is B.7.1 Megalink Service. 
MegaLink service provides for the simultaneous two-way transmission of isochronous 
digital signals at DS1 speeds at 1.544 Mbps, where facilities are available. 

 
The following costs are available for a two-to-four year lease: 

 
Channel Termination: $138.00 per month 
Fixed mileage:  $70.00 per month 
Variable  mileage: $26.00 per month (0-8 miles) 
   $24.00 per month (9-25 miles) 
   $22.00 per month  ( >25 miles) 

 
Appendix E Figure E-2 summarizes 30 SHA CHART center-to-CCTV  T-1 circuits and 
the associated miles between the serving Central Offices (COs).  The average variable 
mileage for these 30 CHART T-1 circuits is 7.733 miles. This metric is scaled by the 
factor 1.32 as per the discussion in Section 5.2.2, yielding 10.21 miles.  

ite cost assumed for LaTIS is calculated as follows: 

 
Recurring T-1 $/month = 2X$138.00 + $70.00 + 10.21X$26.00 = $611.40/month. 

D.2.2 Low Speed Devices 
Low speed devices include DMS, DMS associated with the Fog Project, VSLS, RTMS, 
and HAR.  

DMS 
Excluding ten DMS devices allocated to the FOG project, it is assumed that the LaTIS 
DMS devices will use 9.6 Kbps DDS multidrop service similar to the initial SHA 
CHART implementation for DMS. This dedicated implementation is attractive because 
of the conditioned line and absence of usage charges. The ten FOG Project DMS devices 

ill use POTS lines. The distribution of these devices across locations is as follows: 
Shreveport (3), Lafayette (2), Baton Rouge (2), and New Orleans (3).  
Section D.2.2.1.1 discusses the DMS DDS costs, while Section D.2.2.1.2 addresses the 

 
The T-1 center-to-field s

w

DMS POTS costs. 
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9.6 Kbps DDS Multidrop Service 
The estimated cost of this service was derived in part using BellSouth tariffs, and also 
utilizing relevant historical SHA CHART statistical data. 
Two BellSouth tariffs are applicable including: 
BellSouth A9- Foreign Exchange Service and Foreign Central Office, and 
BellSouth B7.2.3 – Digital Network Service SynchroNet Service 

s per Tariff A9,  

er month 

52 per month 

s er a th lease: 

igital local channel –serving wire center to customer $49.00 per month  

 Node Central Office 

Assuming 50 mile distance between serving and Central $  1.80 per month 

 $49.00+$9.75+19.00 + 50mi x $1.80+$24.00 = $191.75 per month 

ws: 

# Head Ends = TOT_DMS/4.46, 

 

A

First ¼ mile of FX:    $21.94 p

Each additional ¼ mile or fraction thereof $00.

A p  T riff B7.2.3 with a 24 to 42 mon

D

Node Central Offfice Channel Termination   $  9.75 per month 

Digital Interoffice Channel between serving wire center $19.00 per month 

&

Multidrop Service      $24.00 per month 

 

The Head-end of the circuit calculation follows: 

Head =

There is one head end per multidrop circuit. The number of circuits anticipated for 
a given number of DMS deployed in a location can be estimated using Appendix E 
Figure E-3. This figure lists individual SHA CHART multidrop circuit IDs as well 
as the number of drops associated with each circuit. Referring to the table, the 
average number of drops per circuit is 4.46.  

Using this metric, the number of circuits/head ends for a given location is 
calculated as follo

Appendix D 11



 

where TOT_DMS is the number of DMS deployed  

T metrics: the percentage of 
 average FX mileage for those units 

nits, and shows which 
nits required FX service, and the amount of FX mileage in ¼ mile units. A total 

of 15 units required FX service (22.73%) with an average of 4.38 FX miles (17.52 
s metric is scaled by the factor 1.32 as per the discussion in 

 5 8 i

Recurring $/month/DMS unit = $49.00 + ((5.78*4-1)*$0.52+21.94)*0.2273 

      = $56.60/month/DMS unit. 

The total recurring DMS cost at a given location is calculated as follows: 

DMS recurring cost = TOT_DMS($191.75/4.46 + $56.60)=  

TS Service  
f sis of 

the recurring costs of these devices. Specifically, the serving central offices (COs) of the 
etween these COs.  

In Phase 1, all ten units will be controlled by Baton Rouge. As a result, eight of the units 
ill be polled cross-LATA. The Shreveport, Lafayette, and New Orleans ITS will all 

come on-line in Phase 2 at which point the FOG DMSs will be subsumed into the 
es will be incurred. 

It is assumed that LaTIS will be able to use State calling plans for local and long distance 
es used, 

rather than whole minutes.  

TA calls are calculated to be: 

 month 
min per hr/10 min per poll)*365.25 days per year/12 

months/yr 

The tail end calculation uses two more SHA CHAR
DMS units requiring FX service and the
requiring FX service. 

Appendix E Figure E-4 includes 66 SHA CHART DMS u
u

¼ mile units). Thi
Section 5.2.2, yielding .7  m les.  

TOT_DMS*99.59$/month 

Where TOT_DMS is the number of DMS deployed at the location. 

Fog Project DMS PO
There is insufficient information available at this time to per orm a detailed analy

control sites and field sites are not known, nor are the distances b

w

respective regional systems. In all phases, usage charg

calling plans similar to Maryland’s plan. These plans charge for fractional minut

SHA CHART in-LATA polling charges average $0.04 per call. Long distance call 
charges include $0.08 for the local service and an average of $0.04 for the long distance 
carrier, yielding a total of $0.12 per call. 
Assuming that each unit will be polled once every 10 minutes, the monthly recurring 
usage charges per unit for in-LATA and cross-LA
In-LATA  = $0.04*(24hr/day*60min per hr/10 min per poll)*365.25 days per year/12 
mo/yr 
                 = $175.32 per
Cross-LATA  = $0.12*(24hr/day*60
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                 = $525.96 per month 
Assuming $25.00 per month for a business phone line, the total recurring costs for FOG 

$525.96 = $550.96/month. 

recurring VSLS cost at a given location is 

LS($191.75/4.46 + $56.60)=  

n. 

ltidrop service. 
nd the absence 

 FX 

 units. A total 

  

.46, 

DMS units polled in-LATA and polled cross-LATA are: 
In-LATA       = $25.00+$175.32 =  $200.32/month 
Cross-LATA = $25.00+ 

VSLS 
A Variable Speed Limit Sign (VSLS) is assumed to function in the same manner as the 
9.6 Kbps DDS  multidrop DMS devices. 

Given this assumption, the total 
calculated as follows: 

VSLS recurring cost = TOT_VS
TOT_VSLS*99.59$/month 

Where TOT_VSLS is the number of VSLS devices deployed at the locatio

RTMS 

It is assumed that the LaTIS RTMS devices will use 9.6 Kbps mu
This implementation is attractive because of the conditioned line a
of usage charges.  

The derivation of the cost equation for RTMS uses the same method as the 
described for DMS in Section D.2.2.1. Only two parameters differ from the DMS 
derivation: the percentage of RTMS units requiring FX service and the average
mileage for those RTMS units requiring FX service.   

Appendix E Figure E-5 lists 114 SHA CHART RTMS units, and shows which 
units required FX service, and the amount of FX mileage in ¼ mile
of 46 units required FX service (40.35%) with an average of 6.4 FX miles (25.6 ¼ 
miles). This metric is scaled by the factor 1.32 as per the discussion in Section 
5.2.2, yielding 8.45 miles.

The head-end of the circuit calculation follows: 

Head = $49.00+$9.75+19.00 + 50mi x $1.80+$24.00 = $191.75 per month 

 

# Head Ends = TOT_RTMS/4
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where TOT_RTMS is the number of RTMS deployed  

as follows: 

      = $64.73. 

 

RTMS recurring  = TOT_RTMS($191.75/4.46 + $64.73)=  
MS*107.73$/month 

 

ime to perform a detailed 
analysis of the recurring costs of these devices. Specifically, the serving central 

The applicable BellSouth tariff is A.3. Basic Local Exchange Service

 

The recurring tail end cost per unit is calculated 

 

Recurring $/month/unit = $49.00 + (8.45*4-1)*$0.52+21.94)*0.4035 = $64.73 

 

The total recurring RTMS cost at a given location is calculated as follows: 

TOT_RT

 

D.2.2.5  HAR

HAR devices require two POTS lines. One line is used for monitoring, and the 
other line is used for programming. 

There is insufficient information available at this t

offices (COs) of the control sites and field sites are not known, nor are the 
distances between these COs. 

The recurring cost per line can be derived on a worst case basis.  

. 

As per Tariff Section A3.2.1, a flat rate business line costs $28.68 per month for 
y, will 

be a function of the calling CO-to-Called CO and the operational monitoring and 
rogramming rates, none of which are known at this time. In the worst case, all 

calls will be made outside of the Basic Local Calling Area but within the 

calls within the Basic Local Calling Area. Usage costs for these calls, if an

p

Expanded Local Calling Area. 
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As per Tariff Section A3.2.9, Mileage bands C through G are identified. The 
average cost of the initial minute across all five bands is calculated to be: 

C $0.04 

D $0.06 

E $0.10 

F $0.14 

G $0.14 

Avg $0.096 

 

The average cost of an additional minute across all five bands is calculated to be: 

 $0.04 

G $0.14

C $0.02 

D

E $0.07 

F $0.10 

 

ario is assumed: 

 program change 
requires two minutes to complete. Also on average, operations personnel dial out 

5/12*$2.72  = $82.73 per month 

In the worst case, the recurring cost per HAR is calculated as follows: 

Avg $0.074 

The following operational scen

On average, programs are changed four times per day. Each

and listen to the current broadcast for two minutes 12 times per day.  

The daily usage charges are calculated to be: 

HAR_usage = 4*($0.096+$0.074)+12*($0.096+$0.074)=$0.68+$2.04= $2.72 per 
day 

The monthly usage charges = 36
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HAR recurring cost = 2*$28.68+$82.73 = $140.09 per month. 

Figure D-13 presents the HAR recurring monthly cost by location and phase. 

D.2.2.6 Fog Detectors 

The Fog Detectors will be controlled by Hammond. It is assumed that the 
g detectors will be low speed devices with bandwidths less that 9.6 

Kbps, e.g., 4.8 Kbps. Given this assumption, the deriviation of the DMS 9.6 Kbps 
 circuit service cost (Appendix D section D.2.2.11) can be used as the 

basis for the Fog Detector cost.  

The DMS Head-end of the circuit calculation doesn’t change since the tariff 
 9.6 and 4.8 Kbps are identical: 

ead = $49.00+$9.75+19.00 + 50mi x $1.80+$24.00 = $191.75 per month 

 
is calculated in the same manner as those for DMSs: 

# Head Ends = TOT_Fog/4.46, 

where TOT_Fog is the number of Fog Detectors deployed. 

The DMS tail end calculation is modified to reflect the long distances of many of 
etectors from the Hammond center. To this end, it is assumed that the 
istance of the Fog Detector serving Central Offices (COs) to the 
 serving CO is 30 miles. As a result, the recurring cost of the Fog 

is calculated as:  

.52+21.94)*0.2273 

 ($191.75/4.46 + $68.05)=  

deployed fo

multidrop

element costs for

H

Likewise, the number of Fog Detector circuits/head ends terminating at Hammond

the Fog D
average d
Hammond
Detector tail end 

Recurring $/month/Fog = $49.00 + ((30*4-1)*$0

     = $68.05/month/Fog Detector unit. 

The total recurring cost for the Fog Detectors is calculated as follows: 

DMS recurring cost = TOT_Fog
TOT_Fog*111.05$/month 
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Appendix E Chart Program Metrics 
This Appendix presents archival SHA CHART information associated with the 
estimation of leased circuit recurring costs. Services include T-1 and 9.6 Kbps DDS 

Account The associated Verizon account number 

V field site  T-1 circuits and 
associated miles between the serving Central Offices (COs). The column headings 

Account The associated Verizon account number 

Circuit ID The Verizon citcuit ID 

multidrop.  

E.1 Service 
Figure E-1 summarizes 30 SHA CHART center-to-center T-1 circuits and 
associated miles between the serving Central Offices (COs). The column headings 
include: 

Location The locations of the circuit end points 
Circuit ID The Verizon circuit ID 
Miles  The number of miles between COs 

The average variable mileage for these 30 center-to-center circuits is 8.0 miles. 
Figure E-2 summarizes 30 SHA CHART center-to-CCT

include: 

Location The locations of the circuit end points 

Miles  The number of miles between COs 

The average variable mileage for these 30 center-to-CCTV field site circuits is 
7.733 miles. 
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Figure E-1 - SHA CHART Center-to-Center CO Mileage 
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Figu ge 
 

E.2 9.6 Kbps DDS Multidrop 
Figure E-3 summarizes 13 SHA CHART 9.6 Kbps DDS multidrop circuits. The 
column headings include: 
Circuit ID The Verizon circuit ID 
# Drops The number of drops  

The average number of drops per circuit is calculated to be 4.46. 
 

re E-2 - SHA CHART Center-to-CCTV Field Site CO Milea
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Figure E-3 – SHA CHART 9.6 Kbps DDS Multidrop Circuits 
 

 

All drops are homed to the controlling Central Office (CO). If a field site is served 
by a different CO than the controlling CO, a Foreign Exchange (FX) cost is 
incurred to place the field site at the controlling CO. 

SHA CHART FX data is not available for the multidrop circuits shown in Figure 
E-3. However, data is available for SHA CHART Dynamic Message Sign (DMS) 
and Radar Microwave Traffic Sensor (RTMS) devices. Both of these devices are 
homes to the controlling center Centrex.  

Figure E-4 lists 66 SHA CHART DMS locations. The column headings include: 
Device     The associated Verizon account number 
Location    The location of the sign 
FX mileage (1/4) per channel Zero if no FX required.  
     If FX required, mileage in ¼ mile units 

he probability that a given site requires FX service is seen to be 22.73%. If FX 
e 8.miles. 

Figure E-5 lists 114 SHA CHART RTMS locations. The column headings include: 

cal serving CO 
appropriate  

T
servic  is required, the average mileage is 4.3

Location    The location of the device  
LSO     The lo
FSO     The FX CO if 
FX mileage (1/4) per channel Zero if no FX required.  
     If FX required, mileage in ¼ mile units 
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The prob . If FX 
ervice is required, the average mileage is 6.4.miles. 

Figure E-4 - SHA CHART DMS FX Mileage 

 

ability that a given site requires FX service is seen to be 40.35%
s
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Figure E-5 – SHA CHART RTMS FX Mileage 
 

      FX mileage 

       (1/4 mile) 

Location LSO FSO per channel 

I-270 NB between Grosvenor Lane and MD 187 Wildwood Bradley 11 

I-270 SB between Grosvenor Lane and MD 187 Wildwood Bradley 11 

1B+D for I-270 @ Guide Drive Rockville Bradley 20 

I-270 NB @ I-370 (NV) Gaithersburg  Germantown 20 

I-270 SB @ I-370 (SV) Gaithersburg  Germantown 20 

NB I-270 near MD 124 Gaithersburg  Germantown 20 

SB I-270 near MD 124 Gaithersburg  Germantown 20 

NB I-270 near MD 118       

SB I-270 near MD 118       

I-270 SB @ MD 121       

I-270 NB @ MD 121       

I-270 NB at Comus Road (NV)       

I-270 SB at Comus Road (SV)       

I-270 NB @ MSP Truck Weigh Station       

I-270 SB @ MSP Truck Weigh Station       

I-270 @ MD 109 (NV) Buckeystown Frederick 24 

I-270 @ Dr. Perry Road (NV) Buckeystown Frederick 24 

I-270 @ MD 80 Buckeystown Frederick 24 

I-270 SB bet MD 80 and Park Mills Road (SV) Buckeystown Frederick 24 

1B+D for I-270 bet Pk. Mills @ Scenic O'look       

I-270 SB at MD 85       
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I-270 NB at I-70 (New Design Road)       

1B+D for I-495 EB (I/L) @ Persimmon RTMS       

I-495 NB @ MD 190 Bethesda Bradley 18 

I-495 SB @ MD 190 Bethesda Bradley 18 

I-495 EB at Greentree Road (EV)       

I-495 WB at Greentree Road (WV)       

1B+D for I-495 @ MD 185 RTMS Bethesda Bradley 18 

1B+D for I-495 @ MD 185 RTMS Bethesda Bradley 18 

I-495 EB at Seminary Road Silver Spring Beltsville 27 

I-495 WB at Seminary Road Silver Spring Beltsville 27 

I-495 EB between MD 97 and US 29 Silver Spring Beltsville 27 

I-495 EB between MD 97 and US 29 Silver Spring Beltsville 27 

I-495 EB at MD 650 Silver Spring Beltsville 27 

I-495 WB at MD 650 Silver Spring Beltsville 27 

I-495 EB at I-95       

I-495 WB at I-95       

I-70 (EB) East of US 15/340       

I-70 (EB) East of US 15/340       

I-70 (WB) West of South Street/Reichs Road (WF)       

I-70 (WB) West of South Street/Reichs Road (EF)       

1B+D at EB I-70 EB west of MD 180 overpass       

1B+D at WB I-70 east of Spring Ridge Pkwy       

US 50 at US 301 Bowie Landover 27 

US 50 at US 301 Bowie Landover 27 

US 50 at Church Road Bowie Landover 27 

US 50 at Church Road Bowie Landover 27 
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US 50 at Lottsford Vista       

US 50 at Lottsford Vista       

I-95 North of Ritchie-Marlboro Road       

I-95 North of Ritchie-Marlboro Road       

I-95 South of Glenarden Parkway       

I-95 South of Glenarden Parkway       

1B + D for I-695 at MD 43 RTMS       

1B + D for I-695 at MD 43 RTMS       

I-695 WB @ I-95, Ex 33       

I-695 EB @ I-95, Ex 33       

1B + D at MD I-695 at 702       

1B + D at MD I-695 at 702       

I-97 NB approaching Welham       

I-97 SB approaching Welham       

1B+D for I-695 @ I-95 South RTMS       

1B+D for I-695 @ I-95 South RTMS       

1B + D at I-695 (I/l) appr. I -70 w RTMS       

I-695 W (O/L) appr. US 40W       

1B+D for I-695 at Greenspring Ave Pikesville wson 26 To

1B+D at I-695 EB at Stevenson Road  RTMS Pikesville wson 26 To

1B+D at I-695 WB at Stevenson Road  RTMS Pikesville wson 26 To

      

      

1B+D at Harford Road  RTMS       

1B+D at Harford Road  RTMS       

1B+D at I-695 at Putty Hill Avenue RTMS       

1B+D at I-695 at Providence Road  RTMS 

1B+D at I-695 at Providence Road  RTMS 
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1B+D at I-695 at Putty Hill Avenue RTMS       

1B+D for US 50 at MD 424 RTMS ayo role 22 M Pa

1B+D for US 50 at I-97 RTMS       

1B+D for US 50 at MD 70 (Rowe Blvd.) RTMS       

US 50 @ MD 2       

      

    

1B+D for I-97 NB @ MD 100       

I-97 SB approaching MD 32 or's Corner en Burnie 26 Do Gl

      

I-83 @ Padonia Cockeysville wson 18 To

1B+D for SB I-83 at Shawan Road nt Valley Towson 29 Hu

1B+D for SB I-83 South of Belfast Rd RTMS Manor wson 42 To

M To

I-83 NB @ Cold Bottom Manor wson 42 To

1B+D for SB I-83 appr. MD 137 RTMS rkton Towson Pa   

1B+D for NB I-795 at Berrymans Lane Reisterstown wson 53 To

To

1B+D for NB I-795 @ Cockey's Mill Rd RTMS n Reisterstow Towson 53 

1B+D for SB I-795/MD 140 Split RTMS Reisterstown 53 Towson 

1B+D for EB I-70 W of Bethany Lane RTMS Ellicott City Catonsville 21 

1B+D for I-95 RTMS bet. Cherry Hill & MD 212       

      

1B+D for I-95 @ Old Gunpowder Rd RTMS       

1B+D for I-95 @ Old Gunpowder Rd RTMS       

I-95 S @ Brooklyn Bridge Road       

1B+D for US 50 at Bay Dale Drive RTMS 

1B+D for US 50 @ Oceanic Drive   

I-97 NB approaching MD 100 

I-83 SB @ Cold Bottom anor wson 42 

1B+D for SB I-795 @ Church Road RTMS  Reisterstown wson 53 

1B+D for I-95 RTMS bet. Cherry Hill & MD 212 
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I-95 N @ Brooklyn Bridge Road       

I-95 @ Maryland Welcome Center       

I-95 @ Maryland Welcome Center       

I-95 at MD 32 (NV)       

I-95 at MD 32 (SV)       

NB I-95 South of MD 175 Elkridge iendship 15 Fr

SB I-95 South of MD 175 Elkridge iendship 15 Fr

I-95 NB between MD 100 & Montgomery Rd (SV) kridge iendship 15 El Fr

I-95 NB between MD 100 & Montgomery Rd (NV) Elkridge Friendship 15 

SB I-95 @ Montgomery Road Elkridge iendship 15 Fr

SB I-95 @ Montgomery Road p Elkridge Friendshi 15 

MD 32 EB @ US 1       

MD 32 WB @ US 1       

I-95 bet Old Gunpowder Rd and Van Dusen Rd       

I-95 bet Old Gunpowder Rd and Van Dusen Rd       

Total CHART RTMS Units    

Total FX'd CHART RTMS Units 46    

% CHART RTMS Units FX'd 40.35%    

Total FX'd CHART RTMS 1/4 miles 1182    

Average FX'd CHART RTMS miles/FX'd RTMS 6.4    

 

 

 

114
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Appendix F Communications Software Life Cycle 
Costs 

Section 2, Table 2-49 identifies three cost elements associated with LaTIS 
elopment and maintenance. These costs include: 

ool Purchase   $42,527.00 

COTS Tool Maintenance  $26,296.00 per year 

• Software Development Labor  $647660.00 

 

-yea le. Th tal life cycle 
software development cost is $953,147.00. 

Figure F-1 – Life Cycle Communications Software Costs 

 

communications software dev

• COTS T

• 

Figure F-1 distributes these costs across the ten r life cyc e to
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Appendix G IP Video Lab Evaluation Details 
In an effort to evaluate the operational and functional characteristics of a video 

ests were 
per m OS/COS, the effectiveness of 
IP s haracteristics of a particular 
ven r sts were also used to 
determ at s for Video over IP 
ins a  i  Figure G-1. 

he purpose of these tests was to provide a rapid assessment of the state of the 
technology, using readily available, representative components.  It was not 

For the la ted.  The 
infrastructure was comprised of five hardware based multilayer switches 
(Extreme41 Switches).  The switches were configured in a hub and spoke 
architecture with Gigabit Ethernet links providing the uplinks between the 
switches.  The four perimeter switches were configured as edge equipment and the 
switch in the center was configured as the core switch.  

over IP solution, CSC has recently performed lab testing of video over IP 
equipment.  The testing was comprised of several different elements.  T

for ed to evaluate the effectiveness of IP based Q
ba ed multicast routing, as well as operational c
do s video over IP encoders and decoders.  The te

ine video image quality  various bandwidth
tall tions.  The testbed configuration s illustrated in

T

performed to determine the suitability of specific equipment for inclusion in the 
LaTIS Network. 

b test a basic network infrastructure was configured and tes

 
Figure G-1.  IP Video Testbed Configuration 

                                              
41 The Extreme Networks web site can be found at http://www.extremenetworks.com/ 
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For the logical design, each of the four perimeter switches was confi
local Virtual LAN (VLAN) and an uplink VLAN.  The local VLA

gured with a 
Ns were to 

utilized traffic 
 tests utilizing 

e configured for PIM Dense mode multicast routing as well as 

Next, the Video over IP encoding and decoding equipment (supplied by iMPath43) 
was configured with the appropriate IP addresses, subnets, default gateways and 
multicast addresses. The encoding and decoding equipment was then plugged in to 
the local VLAN on each of the switches (two encoders and two decoders).  Next, 
National Television System Committee- (NTSC) based camera feeds were 
connected to the encoders, and NTSC-based monitors feeds were connected to the 
decoders. 

For the first test, the IP based encoders were configured using vendor-supplied 
software to send out a full motion (30 frames per second)1 Mbps stream of 
MPEG-2 encoded video.  With the architecture deployed, each switch had a local 
routed network as well as uplink network.  With PIM Dense mode, each multicast 
stream (video feed) was initially “pushed” to every switch / router on the network.  
If the switch / router did not received a “join” request (from a decoder), the 
multicast traffic would eventually be pruned back to the originating switch / 
router.  In contrast, with PIM Sparse mode, all IP multicast traffic is kept local and 
only “pulled” once a request is received.   

                                             

simulate a switch aggregating user connections and the uplink VLAN was to 
simulate the connection to a backbone.  Each of the VLANs was configured with 
an IP address and subnet mask. OSPF was then configured to support the routing 
of IP traffic.   

For the initial test, the multilayer switches were configured with no QOS/COS 
mechanisms.  This was not a problem since the video traffic was not able to 
introduce congestion over any of the links.  Subsequent testing 
generating tools (SmartBits42) to introduce network congestion.  The
the traffic generation tools and QOS/COS mechanisms are covered later in this 
document.     

Next, the switches were configured to support IP multicasting.  For the initial test, 
the switches wer
IGMP.  PIM Sparse mode was later tested.  PIM and IGMP were chosen for the 
test due to the fact they are industry standard protocols.  PIM Dense mode was 
selected since it requires the least amount of equipment configuration.  Once the 
equipment was properly configured, tests were performed to ensure the equipment 
and protocols were working properly. 

 
42 See the SPIRENT Communications web site at http://www.netcomsystems.com/ 

43 See iMPath’s web site at http://www.impathnetworks.com/ 
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To initiate a video over IP stream across the network, a decoder would be 
configured using vendor-supplied software to request an IP multicast group 
address (e.g., 239.1.1.1).  Using OSPF and PIM, the routing equipment would 
forward the request to the encoder servicing the multicast group.  A video stream 
would then be initiated between the encoder and decoder equipment.  The video 
stream would remain active until either the decoder initiated a leave request 
(supported under IGMP v2) or the switching equipment timed out waiting for a 

newly requesting decoder.  Consequently, in a properly configured 
routing environment, one stream originating from an encoder could be replicated 

is much better suited for environments with 
limited bandwidth capacity (e.g., DS1 based WAN circuits).   

routers are responsible for advertising the various multicast group 
addresses to the rest of the network.  For these reasons, typically one rendez-vous 

With the network equipment not configured to support QOS/COS mechanisms and 
the backbone over utilized, the video over IP traffic ceased to work properly (i.e., 
the video was no longer available on the viewing monitor).   This simulated what 
could potentially occur in network installations where proper planning and 

“renewal “ (keep alive) request from the decoder.   

In the event a video stream for a particular camera image was already traversing a 
path between a requesting decoder and the destination encoder, the router 
positioned at the intersections of the two paths would simply multicast the video 
image to the 

to many decoders.  The coordination of this multicasting is a function of PIM and 
is handled by the multilayer routers. 

Once it was determined that basic multicast routing (PIM dense mode) was 
working properly, the multilayer switching equipment was then configured to 
support PIM Sparse mode.  Since PIM Sparse mode utilizes a pull methodology as 
opposed to the push methodology, it 

To configure the switches for PIM Sparse mode, rendez-vous points and candidate 
bootstrap routers must be configured on the networking equipment.  Typically, 
rendez-vous points for a particular multicast group are configured to run on the 
multilayer switch/ router closest to the video source.  Candidate bootstrap router 
services are typically configured on several multilayer switches/ routers.  The 
bootstrap 

is configured for each multicast group and more than one bootstrap router is 
configured for the multicast domain.   

Once is was determined that basic IP multicast traffic was working properly 
utilizing PIM Sparse mode, traffic generation equipment was added to the 
environment to simulate network congestion.  For the test, the Smartbits (traffic 
generation) equipment was configured to send 1.6 Gigabits of traffic over the 1.0 
Gigabit backbone. 
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configuration were not exercised.  To address these congestion issues, the 
multilayer switches in the lab were then configured to support policy based 
queuing.   

There are three steps to configuring policy based queuing.  The first is to review 
the available queues supported by the particular hardware vendor.  The equipment 
we were using offered 8 separate queues.  Next, one of the queues on each 
multilayer switch was configured with a minimum bandwidth guarantee of 5 
Mbps.  Once the queues where identified and modified a policy configuration was 

ured to introduce congestion to the network.  
However, due to the QOS/COS mechanisms, the video traffic was totally 

tware installed to a 
separate, serial interface on the equipment).  The next item evaluated the vendor’s 

 (Impath VSG) used in the tests, the server 
software required a serial connection between the server and the chassis.  The 

tion provided a Graphical User Interface (GUI) to configure 
various operational parameters on both the encoders and decoders.  Some of those 

designed to identify which traffic should be assigned to the “priority” queue and 
which traffic should be assigned to the default queue.  For the lab test, all traffic 
with a destination address equal to the IP multicast group address networks 
(239.1.1.0) (defined at the encoders) was assigned to the higher priority queue. 

Once the configuration of the QOS/COS mechanisms was completed, the traffic 
generation tools where again config

unaffected by the traffic generation tools.    

Up to this point much of the configuration of the encoders and decoders was still 
being performed at the Call Level Interface (CLI) port on the equipment (i.e., by 
direct physical connection of a laptop with the vendor’s sof

client and server application.  Two laptop computers (both running Windows 
2000) were used to support the test, one running the server software and another 
running the client software.  The software solution evaluated was not a client-
server based application but rather a server component, which supported the 
configuration, administration and provisioning of the encoders and decoders, and a 
client component, which allowed video streams to be decoded and viewed on the 
local desktop. 

Note that for the chassis-based solution

server software does support IP management for the standalone solution (Impath 
i4000).  The chassis-based solution is expected to support full IP management by 
June 2002. 

The server applica

parameters included the IP multicast group addresses, the encoder and decoder 
network IP addresses, video encoding bandwidth values (encoder), picture 
adjustments (encoder), IP multicast group addresses to join (decoders), etc. 
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The client software communicates with the serve and is updated with a list of 
available camera sites.  The client software allows the user to select a camera site 
and view the image locally on their desktop.  The software also allows the user to 
save the video images to the local hard drive. 

 boot strap router (BSR), and one Extreme router as the second 
BRS.  Note that without a properly operating BSR, the networking equipment on 

A test was then performed to define the video image quality and latency at various 
bandwidth speeds.  The video speeds evaluated included 384 Kbps (MPEG-1), 
1000 Kbps (MPEG-2), 2000 Kbps (MPEG-2), etc.  Video at 384 Kbps continues 
to look comparable to other technologies (CHART) but had additional latency 
(about 500 milliseconds).  The video streams at 1 Mbps and beyond looked quite 
good and latency was reduced (down to approximately 250 milliseconds).  In 
addition, it was also noted that the synchronization times transitioning from image 
to image (camera tour) was exceptional. 

Note that software based decoding is very processor intensive, consequently lower 
end laptops and PCs will only be able to view very low speed video streams.  
However, hardware based (e.g., Peripheral Component Interconnect [PCI]) 
decoders are available. 

To test the interoperability of IP multicasting routing protocols (PIM dense mode 
and PIM sparse mode), a mixture of Extreme and Cisco devices were employed 
(see Figure 4-3). 

For the interoperability test, one encoder was connected to an Extreme device and 
configured to operate as the RP (rendez-vous point) for that multicast group.  The 
other encoder was connected to a Cisco device and configured to operate as a RP 
for that multicast group. 

Next, one Cisco router was configured as the primary (controlled by assigning it a 
priority value)

the network will not be aware of any available multicast groups (a function of PIM 
sparse mode). 
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The Cisco BSR was able to properly discover Cisco RP router as well as the 
Extreme RP router.  Decoders could properly request ip multicast streams from 
either RP. 

Figure G-2. IP Multicasting Routing Protocol Interoperability Test 

 

To simulate a BSR failure, the BSR service was removed from the Cisco router 
operating as the primary BSR, and the Extreme router configured as a candidate 
BSR properly assumed the role.  The Extreme BSR was then able to properly 
discover the Ex
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treme RP router as well as the Cisco RP router.  Decoders could 
also properly request IP multicast streams from either RP. 

Interoperability between one vendor’s encoder and another vendor’s decoder has 
yet to be tested. While the processes related to the advertising (RP and BSR), 
requesting (IGMP), and termination (IGMP v2) of IP multicast groups is 
standards-based as well as the general encoding and decoding of multicast traffic 
(MPEG 1 and 2), the processes used to signal the operating parameters between 
the encoder and decoders are likely to be vendor-specific. 

Lastly, a cursory investigation was done to identify the amount of overhead 
associated with video over IP technologies.  The bandwidth utilization was 
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examined (using show interface commands) over the simulated T1 links between 
the Cisco routers.  With a video stream of 384 Kbps, the bandwidth on the link 
was around 396 Kbps.  Consequently, there appears to be very little overhead 
associated with video over IP solutions. 
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Appendix H Requirements Traceability Matrix 
This appendix presents the requirements traceability matrix.  The matrix maps the 
requirements defined in Section 2 to those paragraphs in the Design and Costing 
sections that address each of the requirements. 
 

Table H-1.  Requirements Traceability Matrix 

 

Requirement 
Paragraph    Requirement Statement Mapped 

Paragraph
Mapped 

Paragraph
Mapped 

Paragraph
2.2.1.1.1 The LaTIS Network will support ITS video, data, and voice (where applicable, e.g., analog 

HAR equipment) traffic; and administrative LAN traffic.
4.3.3

2.2.1.1.2 The LaTIS Network should be as compatible as possible with the existing DOTD backbone 
architecture, standards, and equipment.

4.2.2

2.2.1.1.3 Except at defined interconnection gateways, the LaTIS Network should be implemented so 
that it is logically separate from the other networks and services hosted on the DOTD fiber 
backbone. 

4.3.1.1

2.2.1.1.4 LaTIS Network shall support interconnection with the DOTD Enterprise Network to support 
internal DOTD data dissemination and possible shared administrative services.

4.3.1.1

2.2.1.1.5 LaTIS Network will support dissemination of ITS information to the public via the Internet. DOTD

2.2.1.2.1 The LaTIS Network will support operations 24 hours a day, 365 days a year (24x365). 4.3.3

2.2.1.2.2 The LaTIS Network shall support fail-over operations between its principal nodes and allow 
access to ITS systems from any node.

4.3.3

2.2.1.2.3 The LaTIS Network architecture must be scaleable. 4.3.1.2
2.2.1.3.1 The LaTIS Network must be managed to meet the ITS priorities. 5.2.4.1
2.2.1.3.2 The LaTIS Network needs to be managed by DOTD. 5.2.4
2.2.1.3.3 LaTIS telecommunications equipment, communications services, and data transmission 

protocols shall be standards-based. 
4.3.1.3

2.2.1.3.4 To the greatest extent possible, LaTIS telecommunications equipment should be SNMP-
manageable. 

4.3.1.3

2.2.1.3.5 Connectivity to the DOTD Enterprise Network should be provided to facilitate the option of 
integrating the LaTIS Network equipment into DOTD's existing NMS.

4.3.2.2.3

2.2.1.4.1 The LaTIS Network should comply with all applicable (present and future) State and DOTD 
Network and data security policies. 

4.3.2.1

2.2.1.4.2 Remote, dial-in access into the LaTIS network should be allowed to facilitate troubleshooting, 
configuration, control, and event management, particularly during off-shift hours.

4.3.2.3

2.2.1.4.3 Some form of login and authentication mechanism must be implemented to prevent 
unauthorized access through the remote access gateways. 

4.3.2.1

2.2.1.4.4 LaTIS telecommunications equipment that is configurable from a remote terminal control 
session (e.g. telnet) should provide some form of user access control. 

4.3.2.1

2.2.1.4.5 To the greatest extent possible, LaTIS telecommunications equipment should be installed in 
areas where physical access is controlled.

4.3.2.2

Appendix H 1



 

Appendix H 2

 

Appendix H 2

 

Table H-1.  Requirements Traceability Matrix, Continued 

h Paragraph Paragraph
The LaTIS Network will support the ability to view multiple instances of the same CCTV 
image.

4.2.1.5

The LaTIS network shall support the ability to view the same video ima
locations.

s is recommended).
Network backbone availability shall be 99%. 5

Requirement 
Paragrap    Requirement Statement Mapped Mapped Mapped 

Paragraph
2.2.2.2.1.1

2.2.2.2.1.2 ge at multiple viewing 4.2.1.5

2.2.2.2.1.4 Local cameras will be displayed at TMCs using high quality video, while remote video will be 
compressed (384 kbp

4.2.1.5

2.2.2.3.1 The minimum LaTIS .2.4.6
2.2.2.3.2 Support Services for the LaTIS Network must operate 24 x 365. 4.3.3
2.2.2.3.3 The LaTIS WAN backbone node facilities should have backup power protection. 3.4.1 3.4.2 3.4.3.2
2.2.2.3.4  LaTIS WAN backbone node equipment should be installed in facilities that provide fire 

suppression capabilities.
2.2.2.3.5 The modules, data adaptation boards/cards, and power supplies (if redundant supplies are 

present) in modular or chassis-style LaTIS telecommunications equipment should be hot-
swappable. 4.3.2.2 5.2.3.1

2.2.2.3.6 An adequate inventory of spare equipment and components should be maintained to facilitate 
repair of failed devices in a timely fashion.

5.2.4.6

2.2.2.4.1 The LaTIS Network should provide alternate physical paths between its backbone nodes to 
eliminate single points of failure and provide path diversity.

4.2.3.3

2.2.2.4.2 The LaTIS Network should provide alternate logical paths to eliminate single points of failure. 4.3.1.4.4

2.2.2.4.3 Major LaTIS WAN backbone telecommunications equipment should have redundant 
supervisory/control modules and power supplies with automatic fail-over capability. 

4.3.2.2 5.2.3.1

2.2.3.1.1 The LaTIS Network will support connectivity to each of the CCTV camera sites included in the 
Roadway Subsystem.

4.2.2.1 4.2.2.2 4.2.2.3

2.2.3.1.2 The LaTIS Network will support connectivity to each of the non-CCTV ITS devices included in 
the Roadway Subsystem.

4.2.2.1 4.2.2.2 4.2.2.3

2.2.3.2.1 LaTIS network connectivity will support the receipt of video images and data 
provided/reported by the Roadway Subsystem devices; and support the communication of 
control/management and status data to/from Roadway Subsystem devices.

4.2.2.1 4.2.2.2 4.2.2.3

2.2.3.2.2 The communications service at each CCTV site must support the transport of video and 
camera control as separate data streams.

4.3.3.3 4.2.1.5

2.2.3.3.2 The maximum bandwidth requirement for CCTV camera control is 9.6 Kbps. 4.3.3.3
2.2.3.3.3 The maximum bandwidth requirement for non-CCTV devices is 9.6 Kbps. 4.3.3.1
2.2.3.4.1 The target minimum communications service availability to device sites should be 99%. 5.2.4.6

2.2.3.4.2 Telecommunications equipment deployed at device sites should be environmentally hardened 
to enhance survivability in the field.

2.2.3.4.3 An adequate inventory of spare field site telecommunications equipment and components 
should be maintained to facilitate repair of failed devices in a timely fashion.

5.2.4.7

2.2.3.5.1 The LaTIS Network should support the capability to connect to and retrieve data from ITS 
devices from multiple control centers (e.g., the TMCs, Districts, etc.) or servers.

4.2.2.1 4.2.2.2 4.2.2.3

2.2.3.5.2 The LaTIS Network should support the capability to control ITS devices from multiple control 
centers (e.g., the TMCs, Districts, etc.) or servers.

4.2.2.1 4.2.2.2 4.2.2.3

2.2.3.6.1 No additional security is required for communications with field devices other than the native 
security provided by the device.
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Name Agency Representation 

ix I ITS Technical Advisory Council 

M

Peter Allain DOTD Traffic Services 

James Ballow LOEP Operations & Communications 

Gerald Berthol City of Lafayette Traffic Engineering 

John Broemmelsiek FHWA Federal ITS 

Dom Cali DOTD Information Systems 

Robert Canfield Consultant Institute of Transportation Engineers 

Blaise Carriere DOTD Administration 

Carol Cranshaw DOTD Transit 

Elizabeth Delaney PB Farradyne Consultants - ITS 

Huey Dugas CRPC Metropolitan Planning Organizations 

Matt Farlow LOEP Emergency Management 

Cathy Gautreaux LMTA Commercial Vehicles Industry  

Stephen Glascock DOTD ITS Unit DOTD ITS Program 

Tom Harrell DOTD Permits 

Eric Kalivoda DOTD Project Planning and Programming 

Walter Kraft PB Farradyne Consultants - ITS 

ark Oxley LSP Law Enforcement 

Carla Parent DOTD ITS Procurement 

Hadi Shiraz DOTD Safety 
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Name Agency Representation 

Danny Silvio DOTD Weights & Standards 

Steven DOT DOTD DistStrength D ricts 

Mary Stringfellow FHWA Federal ITS 

Roy Sumner PB Farradyne Consultants - ITS 

Philip Tarnoff Consultant DOTD ITS Technical Advisor 

Dean Tekell GEC Consultants - ITS 

Terry Thompson LOEP Operations 

Tony Tramel City of Lafayette City Traffic Engineers 

Sherryl Tucker DOTD Legal 
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Appendix J Interviews/Previous Planning 

J.1 Interview I ory Repo
iews a ment review  to determine specific 

ITS needs pertaining to systems, funding, scheduling, prioritization, personnel 
atin ments and other actions required to develop 

implementation strategies. The interviews targeted transportation management 
he New Orleans region, which d and Slidell, Baton 

Rouge, Lafayette, Shreveport/Bossier City and Monroe, Lake Charles, Alexandria, 
aux as w tate Poli rgency 

Preparedness. 

The following information summarizes the interviews and the previous planning 
 com nd recomme t pertain to deployment of 

regional ITS. 

J.1.1 Shreveport/Bossier City 

On October 23, 2000, the Northwest Louisiana Council of Governments 
LCOG) hosted a meeting to discuss issues related to the Louisiana Statewide 

ITS Implementation Plan.   The following people participated: 

Charles Adams  DOTD 

Bruce Easterly  DOTD  

Michael Erlund  City of Shreveport 

Wayne Gaither  NLCOG 

John Kelly  City of Bossier City 

Chris Petro  NLCOG 

Carla Roberts  DOTD 

Kent Rogers  NLCOG 

Mike Strong  City of Shreveport 

Gary Euler of PB Farradyne, LADOTD’s consultant, facilitated the meeting. 

The following is a summary of the discussion: 

nvent rt 
A series of interv nd docu s were conducted

requirements, oper g agree

personnel in t  includes Hammon

Houma/Thibod ell as the S ce, and the State Office of Eme

as well as specific ments a ndations tha

(N
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• The need fo coordination with “our neighbors to the wesr t and north” (i.e., 
Texas and Arkansas). 

s for using the available ITS 
earmarked funds.  The region hopes to have an ITS/Incident Management 

The LADOTD will likely control these signs, with provisions for 

 City has a computerized signal system that controls approximately 
60 signals.  It uses leased phone lines and City-owned copper wire 

ve capability. 

• 

obtain, so the City 
bo  parts from less critical intersections to maintain 

 f m ical ones.  Lightning presents maintenance problems.  
 e perates on only a single timing plan, providing no 

responsiveness to varying traffic conditions. 

la pproval of $5 million in municipal bond 
s pp ement of the system, supplementing an expected 
o  ITS earmark (FY 2000 funds), and an expected $1 

k request (FY 2001 funds). 

• The participants emphasized that the area is a single economic region, and 
nts do not recognize that the arterial street network is 

controlled by two different systems in two different jurisdictions separated 
d for coordinated/ integrated traffic management was 

• The participants emphasized the need to develop plans to provide 
for ITS deployments in parallel with ITS 

deployment planning.  Shreveport has a two-fiber strand ring available for 

• There was general discussion of plan

Strategic Implementation Plan in place by July of next year, with regional 
systems integration work being completed by December, 2002.   

Regional traffic management/traveler information system deployments/plans 
include: 

• Dynamic message signs along I-20 and I-49 to be deployed as part of the 
State’s fog warning system, the Reduced Visibility Enhancement, Phase 2 
project  
control by others (e.g., LSP) during periods when no State operator is 
present.  

• Bossier

communications.  It has traffic responsi

Shreveport’s signal system is 25- 30 years old.  It uses a mainframe 
computer, electromechanical signal controllers and owned copper wire 
communications.  Approximately 250 signals are controlled on a second by 
second basis.  Replacement equipment is difficult to 
resorts to rrowing
operation o ore crit
Much of th system o

• The City p ns to seek citizen a
funds to u ort replac
$750K fr m the initial 
million from the second earmar

that traffic moveme

by a river.  Nee
emphasized. 

telecommunications services 

“city use.” 
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• Congestion is not regarded as a major problem, except in construction 
zones, during major incidents, flooding and heavy rains and winds, and the 

ors, video 

eeways in the region operate well.  The loop system reduces through 

• 

ith an injury is managed by the fire department.  The group felt 

 when responding to 
major incidents.  Plans for dealing with HAZMAT incidents is regarded as 

• 

• 

•  major problems in the region.  

In resp
you h
respon

• regional Transportation Management System, including 

 a regional operating authority (such as TranStar in Houston) to 
overcome institutional barriers 

holiday season.  The region is working on an Incident 
Management/Response Plan that will also address construction zone 
management.  The group expressed interest in ITS as a way to prevent it 
from occurring.  Surveillance is generally lacking.  The participants 
recognized the need for some level of traffic flow and speed sens
surveillance, and information on location of construction zones, etc. 

• Fr
traffic on I-20 and I-49.  

Meetings have been held to discuss preparation of a regional incident 
management plan, but no plan is in place at present.  Fire or police 
generally take charge of operations after an incident has occurred.  Any 
incident w
better coordination is needed.  The Incident Management Planning effort is 
directing its efforts towards coordinated responses from emergency 
response agencies and improved regional cooperation

important.  HAZMAT response is believed to be well-coordinated and 
trained. 

Train crossings and heavy commercial traffic along the Bert Kouns 
Industrial Loop Expressway present operational problems. 

Investment in ice detection technology is not regarded as cost effective 
because the frequency of icing conditions is too low. 

Hurricane evacuation traffic does not present
The participants did express the desire to communicate with evacuees as 
they approach the region (to provide information on potential tie-ups, 
shelters, etc.).  Regional Weather Information System has been marked as 
an immediate concern for this region. 

onse to query regarding what operational improvements would you make if 
ad unlimited resources and decision-making authority, the following 
ses were received: 

Establish a 
detectors, CCTV cameras, dynamic message signs, etc.  Establish a 
regional Transportation Management Center in which all transportation 
management personnel from the various operating agencies (including 911 
personnel) would be co-located.  Explore possibility of designating 
establishing
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• Deploy a modern, reliable and flexible traffic signal control system in 
Shreveport 

Establish a regional telecommunications system to facilitate deployment of 
regional traffic management and traveler information systems  

Improve communication of information to the public (e.g., additional 
dynamic message signs, a website containing information road closures, 
etc.) 

• 

• 

ns and operational improvements 

• 

• 

• 

• e of GPS technology and a regional GIS to improve the accuracy 
of accident reports  

J.1.2 

On Oc overnments (IMCAL) 
hosted a meeting to discuss issues related to the Louisiana Statewide ITS 
Imp m

JD All

Christi juster 

LSP – Troop D Commander 

Dw

Steve J

Gary 
LADO

• Establish a regular forum to help overcome jurisdictional issues and to 
better coordinate operatio

• Establish and implement regional access control policies 

Improve special event traffic management (e.g., Independence Stadium and 
Hirsch Memorial Coliseum) 

Provide the budget and compensation package to support an adequate level 
of trained operations personnel 

Explore possibilities for sharing maintenance resources (e.g., field crews, 
spares, etc.) 

Explore us

Lake Charles 

tober 27, 2000, the Imperial Calcasieu Council of G

le entation Plan.  The following people participated: 

en      IMCAL – Executive Director 

na Gallusser   CPPJ – Claims Ad

Tim Conner     CPPJ – Assistant Parish Engineer 

Capt. Waymond Jones  

ight Minton    IMCAL 

iles     DOTD District 7 

Euler of PB Farradyne and Dale McDaniel of Parsons Brinckerhoff, 
TD’s consultant, facilitated the meeting. 
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The

• atively little congestion compared to large urban areas, but 

enerated by 

software.  The 
em (for the I-10 

g a major east-west corridor. 

ariety.  The city of Lake Charles operates about 50/60 signals, 

• r or video surveillance.  This is not believed to be a 
ransportation needs. 

• Commercial radio broadcasts travel information on the basis of information 

information with other 
rs on the Atchafalaya 

swamp crossing). 

o th ing stages of formulating a 
regional incident management program. 

• Incidents are generally reported over 911, and information is then relayed 
.  A “*LSP” number also 

exists, but most people use the 911 number. 

ered to operate the DMS when a State 
ter of agreement that defines these 

responsibilities. 

e participants acknowledged that 
institutional coordination issues have prevented achievement of an 

 following is a summary of the discussion: 

There is rel
congestion is still perceived to be a problem.  It is caused mainly by 
capacity constraints.  Increased truck traffic along I-10 g
NAFTA is felt to present a safety problem, especially near the approaches 
to the I-10 crossing of Lake Charles (due to acceleration problems caused 
by the grade of the approaches). 

• Two dynamic message signs are operated in the region (on I-10 
approaching the Lake Charles metropolitan area just east and west of the I-
210 bypass).  These are operated with vendor-supplied 
region also operates a Highway Advisory Radio syst
construction project).  The LADOTD District 7 is responsible for operating 
both.   

• The LADOTD District 7 is also responsible for two signal synchronization 
projects, one is along a primary commuting route into the Lake Charles 
downtown area, the other is alon

• Plans are being formulated to install new signal systems, probably of the 
closed loop v
but these are not computer controlled. 

There is no detecto
priority because of other t

they receive directly by cell phone calls.  However, there is no verification, 
so the information is not believed to be generally accurate or reliable. 

• The participants expressed interest in sharing 
regions of the State (e.g., when a major incident occu

• Captain Jones f e LSP is in the beginn

to the State Police and LADOTD district by phone

• The 911 operators are empow
operator cannot be located.  There is a let

• Hurricane evacuation is coordinated by the OEP with broad participation by 
State and local agencies.  However, th
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integrated regional hurricane evacuation plan.  Capacity constraints on the 

• 

g grade separations.   

J.1  

On Oc
discuss n Plan.  The 
foll

Tony T overnment (LCG) 

Fra  

Ge

Gary E

The

• 
67.   

major incident on the Atchafalaya 

• Lafayette, although 5 local 

two primary north-south evacuation routes present significant problems. 

In response to a query regarding what operational improvements would you 
make if you had unlimited resources and decision-making authority, the 
participants responded with a variety of suggested capacity expansions, 
intersection widenings, signal operations improvements, addition of 
interchanges, and railroad crossin

• There was no mention of typical ITS improvements.  The participants 
acknowledged that more traditional transportation improvements are a 
higher priority for the region, because relatively little investment had been 
made in these types of improvements during the 90’s, while the region’s 
population had grown moderately. 

.3 Lafayette 

tober 26, 2000, the Lafayette Consolidated Government hosted a meeting to 
 issues related to the Louisiana Statewide ITS Implementatio

owing people participated: 

ramel   Lafayette Consolidated G

nk DeBlanc  DOTD District 03 - Acadiana 

rald Bertholl   Lafayette Consolidated Government 

uler of PB Farradyne, LADOTD’s consultant, facilitated the meeting. 

 following is a summary of the discussion: 

Traffic flow problems in the region mainly occur on arterial streets, 
especially on US-1

• Interstate freeway traffic is predominately through traffic.  The ability to 
divert traffic from I-10 when there is a 
swamp crossing is particularly desirable.  Fog detection/variable speed 
advisory systems are planned. 

There is a consolidated government in 
municipalities opted out.  Coordination difficulties still remain, however, 
including the coordination of different funding sources to achieve regional 
goals. 

• The University of Louisiana – Lafayette is developing a regional ITS 
architecture.  A draft report is expected to be available within the next 30 
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days.  An RFP for the second phase (integration/implementation) has been 
drafted and is currently being reviewed by LADOTD Headquarters staff. 

• The Lafayette Consolidated Government (Lafayette) operates a Multisonics 
signal system.  170 intersections are controlled.  Newer Multisonics (820) 
controllers are now being installed.  The system provides much flexibility 
relative to the deployment of signal timing plans.  Dynamic grouping of 
signals at different times of the day, coupled with multiple time of day 

• 

 to fiber optics media.  The LCG’s 
Lafayette Utility System (LUS) provides electrical power to City of 

LUS has installed approximately 60 miles of 96-strand 
fiber for their electrical sub-station monitoring.  Additionally, a business 

amic message signs or freeway surveillance have 
lo ed

• Lafayette has plans to construct a $10.5 million multiple use Multimodal 
ions Center, a railroad depot, a 

Greyhound terminal, and consolidate the Traffic & Transportation’s 

ncent 
is responsible for both the 911 center, as well as the Communications 

nagement operations.  Police, fire, 

m.  A person with Bell South Mobility 
cellular telephone service can also directly contact the Louisiana State 

• 
ions Center and the Communications District over a wide area 

network.  Requirements are believed to include use of center-to-center 

plans for each group of signals, means that approximately 150 different 
signal timing patterns may be implemented in a single day. 

As part of a municipal use provision, the signal system uses coaxial cable 
provided by the cable TV provider.  The provider is in the process of 
upgrading sections of their system

Lafayette residents.  

plan to lease bandwidth from their system is being implemented.  This 
could be an alternative telecommunications service source in the future. 

• No CCTV cameras, dyn
been dep y  in the region as yet. 

Center that would house a Lafayette Operat

Department staff. 

• Lafayette operates a 911 center in the Parish Courthouse.  Mr. Bill Vi

District, which includes emergency ma
sheriff, volunteer fire department, and ambulance service all operate on a 
common 800 MHz radio frequency system. 

• The 911 operators are notified almost instantaneously of most traffic 
incidents via cellular phone calls.  The operators then share information 
with appropriate dispatch personnel (police, fire, etc.) over the center’s 
dispatch/communications syste

Police by punching “*LSP.” 

Lafayette envisions exchange of information between the Transportation 
Operat

communications standards, and communications redundancy. 
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• 
s.  

• 

 that traffic can 

• 

• 

• ing 

• 
ry purposes as well as for other applications 

• 

J.1.4 

On De
discuss

Kevin 

Martha Cazaubon, SCPDC 

Steven

Mitch 

Michael Deroche, Terrebonne OEP 

The 911 center also uses AVL hardware/software to assist 
location/dispatching of sheriff, police, fire and ambulance vehicle
Lafayette envisions expanding use of GPS to public transit vehicles, and 
using information from AVL equipped vehicles to monitor travel times. 

Traffic management during hurricane evacuation is important.  Traffic from 
towns south and southeast of Lafayette pass through and are generally 
directed along I-49 to Alexandria and points further north.  Knowledge of 
conditions on major routes in Lafayette, especially US-90, US-167 and I-
49, and on conditions elsewhere in the State, is important so
be directed appropriately.   

Lafayette has developed a special hurricane evacuation signal-timing plan 
that it has implemented during recent evacuations. 

In response to a query regarding what operational improvements would you 
make if you had unlimited resources and decision-making authority, the 
following responses were received: 

Development and deployment of incident management plans, includ
video monitoring (shared with the Communications District) and incident 
management teams. 

• Provision of traveler information via commercial radio and TV, HAR, and 
a web site (including video images) 

Development of a standard location referencing system to be used to store 
images for invento

• Deployment of the regional architecture system 

Improvements to system surveillance and traveler information systems 
during hurricane evacuations 

Houma Region 

cember 5, 2000 the following people participated in a meeting in Houma to 
 issues related to the Louisiana Statewide ITS Implementation Plan,   

Ghirardi, SCPDC 

 Strength, LADOTD (DIST. 02) 

McDonald, TPCG (Planning)  
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Da

Elizab

Daniel Baxter, PB Farradyne 

Mr. Ba

Existi

When n US 90, a call to 911 usually comes from a 
citi
and i
with n icle breakdowns or by 
acc

The State Police vehicles are equipped with video recording capabilities.  These 
are a
equ
turned
seat w viewable by the officer enabling him/her to monitor 
pas

The City of Houma and Terrebonne Parish have a consolidated government where 
city o
and th s.  The State 
Pol  limits. 

Inc e

Incident Management meetings are held quarterly and are hosted by Louisiana 
of the Fire, Police Ambulance and Office of 

Emergency Preparedness along with representatives generally attend these 

ations 

P has documented standard operating procedures for 
pical activities.  The parish is a member of 
ng with 12 other parishes.  The task force 

ear and State Police, OEP, the Red Cross, 
 Service (NWS) attend the meetings.  When 

rrin J. Naquin, LSP - Troop C 

eth Delaney, PB Farradyne 

xter facilitated the meeting.  

ng Practices 

there is a major accident o
zen.  The 911 operator taking the call makes a determination of proper response 
 d spatches accordingly.  It was commented on that the parish is fairly quiet 

o problems of traffic flow being affected by veh
idents. 

 st nd-alone units with no transmission or receive functionality.  The video 
ipment is set to turn on when the officer activates the lights.  It can also be 

 on manually.  The officer can position the camera to be focused on the back 
ith the video output 

sengers. 

 p lice cover the urban area with the city limits including the state highways 
e Sheriff’s Department covers the parish outside of the city limit

ice cover the entire parish, including within the city 

id nt Mangement 

State Police Troup C.  Members 

meetings as well as representatives from towing companies, the Office of Public 
Works and the Legislatures. 

Hurricanes and Evacu

The Terrebonne Parish OE
hurricanes, which is adaptable for all tro
the Southeast Hurricane Task Force alo
meets a minimum of 6 times per y
LADOTD, and the National Weather
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on alert, task force attendees are limited to those at the director level and include 
the NWS, which has an office in Slidell. 

The Task Force meets via teleconference when state OEP goes on alert.  When a 
in the Gulf of Mexico, the task force convenes to 

verify equipment functionality and that all agencies are represented and aware of 
ulf of Mexico becomes a threat to Louisiana, 

  Prior to evacuation, the parish president/mayor must sign a 
ocument that transfers authority to OEP.  Everything goes 

st Call Network - automatic resident calling.  In the rural areas, 

via radio.  There are signs along the certified evacuation routes that 
include the radio station IDs.  State police also direct traffic flow at key 

y OEP based on the 
storm’s current location, it’s direction and forecasted path.  The first evacuees, 

– 20,000 people who work on the oil rigs in the Gulf of 
Mexico. 

Transportation Planning 
• Continuous improvement of US 90 to bring up to Interstate standards.  This 

• Have highway 90 to Lafayette certified as a Hurricane Evacuation Route 

hurricane enters or develops 

the situation.  When a storm in the G
OEP will go on alert.
State of Emergency d
through OEP. 

Communications to the public are made via the media.  Information is passed to 
the television and radio stations.  OEP has the ability to do cable override, which 
provides for a message to flash along the bottom of the television screen.  There is 
also a Fir
volunteers go out and drive around in vehicles equipped with loud speakers. 

State Police is on the 800 MHz statewide System.  There is an alternate phone 
system for use during emergencies. 

Once the evacuation order is given and evacuees are in their vehicles, information 
is available 

intersections. 

Timing is the critical component with storm related evacuations.  The goal is to 
initiate area evacuations in a specific order that is determined b

however, are the 15,000 

Other factors that require consideration during an evacuation include drawbridge 
positions and boat traffic.  There are areas with a significant population percentage 
that do not have land transportation.   

is expected to be a 15-year effort. 

• Wetlands issues 

• North/South route to Gramercy I-10, major future project, probably years 
away 
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• Installation of permanent variable message signs.  The opinion here was 
that it would be a cumbersome task to transport, set up and program the 
portables during a crisis situation. 

y Weather Stations – an interesting point brought up by OEP is that 
the area has had serious icing problems on the elevated roadways and in the 

nuous 
and  remote access is not available. 

 but they are not in use. 

• Emergency vehicle preemption (state guidelines and standards must be     

e intersections 

n upgrades. 

iana Department of Transportation and 
g in Baton Rouge with the Louisiana Office of 
OEP) of the Natural and Technological Hazards 

Div o
meetin
Implementation Plan.  The following people participated: 

Sean F

George Gele  DOTD  

• The general consensus was that cameras and detectors would be a 
tremendous asset during evacuations.  Key locations mentioned were the 
Bonnett Carre spillway, other raised road sections, bridges, major 
intersections such as 90 and I-310, either end of a tunnel that goes under the 
Intercoastal water way. 

• Roadwa

tunnel. 

• Upgrade the surface street signal system by replacing existing equipment 
and integrate all signals. 

• Currently have some loop detectors, the data collection is not conti

• They have  8 traffic counters,

followed) 

• Transit priority 

• Upgrad

• Turn lanes 

• Remove unnecessary stop signs and signals 

The consensus was that the high priority items are the signal system and 
intersectio

J.1.5 Louisiana Office of Emergency Preparedness 

On November 1, 2000, the Louis
Development held a meetin
Emergency Preparedness (L

isi n of the State of Louisiana Military Department. The purpose of the 
g was to discuss issues related to the Louisiana Statewide ITS 

ontenot  Office of Emergency Preparedness 
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Joe o

Gary Euler of PB Farradyne, LADOTD’s consultant, facilitated the meeting. Dan 
Baxter of PB Farradyne was also in attendance. 

The fo

• 
th LADOTD and LOEP.  

• Real time traffic data collection during emergency events is the key to 
improved decision making at the statewide, interregional level. This 
includes LADOTD districts north of I-10 and other States, especially 
Mississippi.   

• rs manage traffic on-site, but little real-time 
information is available to make good decisions.  On-site troopers use radio 

 Parishes. In order to re-route traffic 
re quickly than this 

system permits. 

• nt data would be highly useful for post-event evaluation of 
transportation system performance. Some traffic counters were purchased 

but are not yet operational.  There is no telecom connection 
between counters and a central decision point. 

ng public reaction and usage of highways during emergencies 
based upon evaluation of data will lead to improvements in decision 

ure events. LADOTD does not 

oth LADOTD and LOEP. 

he tellite. Two 
hundred critical flooding points have been identified. LADOTD is 

• DOTD is currently in the process of “overlaying” the locations of the flood 
detection sensors and the planned information stations to help determine 

e ies and locations throughout the State. I-10 just east of 

 M dicut  DOTD 

llowing is a summary of the discussion: 

Management of hurricane evacuation related transportation problems are a 
major concern within bo

Currently, State troope

communications with District headquarters, and that information is then 
relayed to Baton Rouge and to the
effectively; information must be relayed much mo

Traffic cou

for this purpose 

• Understandi

making and emergency management for fut
currently have real time traffic monitoring capability for highways during 
evacuations. This capability will be enhanced by ITS deployment, and is an 
expectation of b

• T  USGS has implemented hydrologic status monitoring via sa

identifying which Hydrowatch (164) sensors can be associated with a 
floodable road section, to provide an early warning system. 

• The LADOTD plans to deploy information stations that will include traffic 
counters, video detection, and radar speed detector units.  Interest was 
expressed in developing warning thresholds and a predictive model of 
roadway availability. 

deploym nt priorit
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Michoud Blvd. wa s cited as an example of a flood prone area.  Proof of 
concept information stations are currently deployed at the I-10 and I 55 

ormal operating conditions and at 
15-minute intervals during an emergency situation. The AADT for I-10 at 

erations center in Baton 
Rouge. This information will benefit emergency preparedness and 
operations during severe weather conditions since it will furnish real time 
information regarding which roadways are flooded.. 

• LOEP has three Evacuation Task Forces: South East, Southwest and 

• 

nts and then coordinates actions with key agencies such as 

• 

d and cooperative strategies 

• 

hways due to 

ding flooding and road closures. 

• Contra-flow laning of freeways to support hurricane evacuation is being 
conducted along I-10 over the Bonne Carre Spillway and plans are being 
developed for additional freeway contra-flow segments such as I-10 from 
Slidell to the Louisiana/ Mississippi Border segment. The contra-flow 

interchange in La Place and at I-55 in Ponchatoula. The La Place site 
delivers counts every four hours under n

La Place is about 55,000. 

• The information generated by this system (including a video images) will 
be made available at the statewide emergency op

Shelter. 

During Hurricanes Andrew and George, the LOEP set up a Crisis Action 
Team (CAT). This is standard hurricane procedure.  Evacuation planning is 
supposed to commence 72 hours in advance, but this is not realistic because 
of the fickle nature of hurricane movements.  The CAT watches/monitors 
weather moveme
the LADOTD and State Police.  

Interagency communication during a crisis is currently done by conference 
call in which the LADOTD, LOEP, LSP and DSS  participate. During this 
conference call evacuation notices are discusse
are devised. 

Hurricane evacuation orders are typically made at the Parish, not the State, 
level Information is shared using a proprietary PC based dial-up system 
with software that opens a record related to information that can then be 
shared with other users. This system will likely be replaced with an Internet 
browser based system in the near future. 

• An operational problem that occurred during Hurricanes Andrew and 
George  was the closing of roadways due to flooding, which essentially 
blocked key evacuation routes. The LSP patrols are currently in charge of 
making a determination as to when to close major hig
flooding. The closures can have the effect of trapping evacuees on the 
highway. The USGS information, which will be available at the LSP 
Statewide Emergency Operations Center in Baton Rouge, will aid with the 
decision-making regar
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operations are defined in an August 9, 2000 LADOTD document presented 
at the meeting (attached). 

• A LOEP concern is that insufficient LSP troopers are available to monitor 
crossover operations.  Crossovers built to facilitate reversible freeway 
operations should be instrumented with ITS devices including video 
cameras. 

• il to communicate and 

ation, and a series of commercial radio stations throughout the 

• nsit was also expressed.  A significant 

• ional problems are caused by wind problems on bridges and 

• 

building to facilitate information 
sharing. 

J.1.6 Louisiana State Police 

On November 13, 2000, PB Farradyne, consultant to the Louisiana Department of 
Transportation and Development for development of a Statewide Intelligent 
Transportation System (ITS) Implementation Plan, held a meeting in Baton Rouge 
with Lieutenant Colonel Mark Oxley of the Louisiana State Police. The purpose of 
the
Imp m

• LSP has purchased approximately 100 on-board video cameras for patrol 
vehicles. These cameras are capable of transmitting video over the vehicles 
800-MHz radio system. 

In emergencies, LADOTD is using Internet and e-ma
provide public advisories.  Public radio broadcasting is the main method of 
communicating information to the public.  WJBO in Baton Rouge is the 
parent st
State are “daisy chained”.  Information on evacuation advisories and shelter 
sites is provided.  The State of Mississippi has a State-owned radio system.  
The attendees felt that the Public Broadcasting System could be enlisted to 
help.  Dynamic message signs are also believed to have a role (to direct 
travelers to the best routes to shelters). 

A need to improve use of tra
proportion of New Orleans residents do not own a car.  The possibility of 
using public buses to transport people to a National Guard transfer point, 
and using school buses to transport them to shelters, was discussed. 

Other operat
drawbridge openings to accommodate maritime vehicles. 

Statewide Emergency Operations will be facilitated at the new building 
being constructed on LSP grounds on Independence drive. This facility is 
scheduled to become operational in April of 2002.  The State OEP will be 
co-located with the State Police in this 

 meeting was to discuss issues related to the Louisiana Statewide ITS 
le entation Plan.  
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Dr. W
Elizabeth Delaney of PB Farradyne were also in attendance. 

The

• 
 member.   

alter Kraft of PB Farradyne facilitated the meeting. Dan Baxter and 

 following is a summary of the discussion: 

LSP has participated in the LADOTD ITS Advisory Council, Lt. Col. Mark 
Oxley is a

• During emergencies, the State Police are guided by the Louisiana 
Emergency Operations Plan (LEOP).  

Previous plans stated tha• t roads are to be closed four (4) hours in advance 

• 

• 

• of both local traffic and interstate 

• 

• The LSP supports and encourages the use of Dynamic Message Signs on 
the highways as a tool to provide information to motorists. LSP expects that 
these signs will be controlled by the Baton Rouge Advanced Transportation 

• 

EOC) is being constructed. The LSP expectation is that this EOC 
il SP and Louisiana Office of Emergency 
re

rovide this functionality, as well as statewide video 
capability. LSP only needs images, they do not need control of LADOTD 
cameras. 

of Category 5 (Gale Force Winds). The current evacuation procedure in the 
LEOP makes road closure a judgment call, and most often this judgment is 
made by the LSP. 

A significant, and possibly greatest, problem associated with hurricane 
evacuations is managing the return traffic after the event. 

The LEOP calls for coordination to be accomplished with a conference call, 
on which approximately 44 lines are available. 

LSP is concerned with management 
traffic during emergencies. 

The greatest challenge is the potential evacuation of New Orleans, for 
which a 72 hour advance notification would be required. 

Management System (ATMS) to be operated from the Parish Emergency 
Operations Center (EOC). 

On the Louisiana State Police Campus in Baton Rouge, in close proximity 
to Lt. Col. Mark Oxley’s office, the new Statewide Emergency Operations 
Center (S
w l be jointly staffed by the L
P paredness (OEP). 

• Regarding the Statewide ITS Implementation Plan, Lt. Colonel Oxley 
would like provisions to be made by LADOTD to provide live video feeds 
from roadside  traffic management video cameras to the SEOC. Live video 
is extremely useful to support decision making when “judgment calls” are 
required. Lt. Col. Oxley requests that the video switch capabilities be 
expanded to p
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• The LSP places importance on the following ITS features to support their 
operations: Installation of video cameras (in general but specifically at 
reversible lane “crossovers”), Variable message signs (operable by LSP), 

• LSP has nine (9) Troop Districts. Six of the Nine have been specially 
trained in emergency operations.  

• Future technologies for use in emergency operations may include satellite 

• LSP emergency operations cover hazardous material (HazMat) highway 

• Statewide, incident management is performed at the local level. 

• tion company, Barriet, that 
uses ITS strategies like implementation of route diversions with variable 

. 

• ge of elevated interstate highway (viaducts), the 
State has developed the capability to lift disabled vehicles, including heavy 

• 
Who owns it? Who implements it? Who operates it? 

When will it happen? Shadow Traffic is present in Louisiana. 

When 
respon
improv
existin
respon
public
all high priorities. 

and ramp metering.  

• LSP has committed approximately $2M to the SEOC construction. 

imaging. Already the United State Geological Service (USGS) monitors 
Hydro-watch stations by satellite, which include video and traffic counts, 
two stations exist, one is at LaPlace. 

incidents, delays can sometimes be extensive. 

Some privatization exists, such as one construc

message signs, and work zone incident response using motorist assistance 
patrols. 

• As an example of how a major highway event can have statewide 
implications, there was a 102 car pile up on the twin span

• The Louisiana Motor Transport Association may have in the past voiced 
opposition to trucks being  detoured via VMS on the interstate system to 
avoid interstate closures or major events. 

Due to the extensive milea

vehicles such as tractor trailer rigs, from highways with the use of military 
helicopters. 

Lt. Col Mark Oxley requested information on the “511” traveler 
information number. 

asked what LSP’s priorities might be to improve incident and emergency 
se capabilities, Lt. Col. Mark Oxley suggested that there is still room for 
ement in enhanced communication to better coordinate and manage 
g resources, including notification to scramble resources, coordinated 
se and on going coordination. Interoperability of radios systems, enhanced 
 information, trailblazing for travelers who may seek an alternate route are 
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J.2

Deployment Recommendations 

 Exten ouge has been underway since the latter 
par o us ITS 
improv
des
within

/I-12 split) 

Recommendations for ITS Deployment in Baton Rouge is divided into three time 
periods; near term (years 1-5), mid term (years 6-10) and long term (years 11-20)  

Ne

• 

• 

• , Control and Incident Management I-10 (La 1 to I-10/I-12 

• 

OC has been completed and is presently operating. 

 Review of the Early Deployment Plan for the Baton 
Rouge Region 

sive planning for ITS in Baton R
t f 1997. Initial planning efforts identified the need to foc

ements on the area’s major freeways and arterials which have been 
ignated as the “primary ITS Network” with priority given to various segments 

 the network. The following priorities were assigned: 

Priority 1:  I-10 (La 1 to I-10

Priority 2:  I-12 (I-10/I-12 split to O’Neal Lane) 

I-10 (I-10/I-12 split to Siegen Lane) 

Priority 3:  I-110 (I-10/I-110 interchange to Harding Blvd.) 

Priority 4:  US 90/61 (I-12 to LA 1) 

ar Term Deployment: 

Advanced Traffic Management and Emergency Operations Center (ATM-
EOC) 

• Interim Surveillance and Information Dissemination Program 

Surface Street Control  

Surveillance
split) 

Surveillance, Control and Incident Management I-10 (I-10/I-12 split to 
Siegen Lane)  

• Advanced Public Transit System, Vehicle Tracking System 

Mid and Long Term recommendations are described in detail in the 
Baton Rouge ITS Implementation Plan. 

Present Status of ITS Deployment in Baton Rouge (As of February, 2002) 

• The ATM-E
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• The interim Surveillance and Information Dissemination System is 
presently in design st
implemented. The atta

ages with several components having already been 
ched map (Figure xx) displays implementation as of 

ork involves integrating legacy ITS into the 
M-EOC. These include incorporating the 

• Highway Advisory Radio (HAR) 

• Advan Si

Implementation of ITS im rway. Currently, 
there are 8 Closed Circuit 2 Remote Traffic 
Microwave Sensor (RTMS adian Thruway to 
the I-10/I-12 lo e next 
phase of deployment of cameras, detectors and Dynamic Message Signs (DMS) is 
schedule for letting in March 2002, while mid and long term measures still remain 
as unmet needs. Scheduling of the remaining work will be presented in the 

J.3 Review of the ITS Strategic Plan for Metropolitan 
 

In 199 ITS Early Deployment Study was developed by HNTB Corp. to 
ide f fficiency and 
capacity of the New Orleans region’s transportation network. The following 
recom ed directly from the report. It should be noted that 
the
features and devices. 

Th a
command, control and dispatch within the Metropolitan Area.  The ITS Center 
wil the amount of 
time it takes to detect and verify an incident on the area wide roadway network.  

Center w raffic signal control, VMS 
and HAR broadcasts in coordination with the 911 Center.  The 911 Center(s) will 

 by 
cellular phone users. 

February, 2002. Additional w
operations of the new AT
following components into the center’s operations: 

• Motorists Assistance Patrols (MAP) and Roadway Incident Management 
(RIM) Patrols 

• Vehicle Detection on Baton Rouge’s Interstate Highway System 

ced Traffic gnal Control Capabilities 

provements in Baton Rouge is unde
 Television (CCTV) cameras and 2
) detectors along I-10 from South Ac

Split and a ng I-12 from the split to Airline Highway.  Th

Implementation Plan chapter of this report. 

New Orleans
7, an 

nti y where and how ITS technologies can be applied to safety, e

mendations were extract
 report contains extensive maps that display the locations of recommended 

e P rish 911 Center(s) will be the relay point(s) of communications for incident 

l facilitate detection and surveillance capabilities to decrease 

The ITS Center will provide the necessary information to the 911 Center.  The ITS 
ill manage the transportation network through t

provide information to the ITS Center on locations of incidents called in
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J.3  

The fo
the lea
region

• milepost/kilometer post 

idents - Call 911” signs prior to developing the electronic 
on for the 
s provide 

locating incidents as well as providing 
rs.  Training is essential to 

familiarize the incident response personnel with the more automated 

ers). 

• Deploy “Accidents/Incidents - Call 911” signs for low-tech, low-cost 

• ne users on what information is necessary to report an 
incident; i.e. develop insert for cellular phone bills with the roadside 

olice agency dispatched via Cellular 911 Center(s) to 
verify/assess incidents, establish command post; field command will 

.1 Near-Term Implementation Plan, within 2 years 

llowing recommendations are designed to deliver the maximum benefit for 
st amount of initial investment and to build a sound foundation for a future 
al Advanced Transportation Management System. 

It is necessary to implement such devices as the 
markers, landmark signs and route/direction designation signs and 
“Accidents/Inc
deployment.  The static signing provides the location designati
existing operations of incident management.  These static sign
information to the motorist for 
information to the traffic incident responde

methods of detecting, locating and verifying incidents.  Cellular phone 
users must be educated in the use of the milepost/kilometer post markers 
when reporting incidents to the 911 operators. 

• Incident Reporting and Response (All routes within the study area) 

• Deploy milepost/kilometer post markers, landmark signs, and 
route/direction designation signs for freeways only (arterial roadways have 
cross streets and other reference mark

incident detection system fro freeways and arterials within the study area. 

Educate cellular pho

markers and how to read them. 

• Existing Cellular 911 Center(s) continue(s) to take calls for expressway 
incidents, but in an increased capacity, due to the implementation of the 
“Call 911” program along the area freeways and arterial roadways. 

• Appropriate p

continue in the same manner with the 911 Center as the point of contact for 
dispatching additional equipment and personnel to the scene. 

• Collect and disseminate construction and maintenance information on a 
weekly basis to the participating agencies and to the public via print media. 

J.3.2 Incident and Traffic Management 
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• Develop training program for field commanders to understand the ITC 
Center functions and management capabilities; establish clear signing plans 

ween the Parishes, City, 

• 

 

and response protocols for incident management. 

• Set up the temporary ITS Center which will be responsible for the 
coordination of construction and maintenance bet
State and Toll Authority agencies, coordination of traffic for special events 
management by utilizing portable, cellular-controlled variable message 
signs (VMSs) and permanent highway advisory radio (HAR) transmitters.  
This step must be implemented in order to further the development of the 
traffic and incident management process. 

Begin to establish closed-circuit television camera locations in high 
accident locations for verification of cellular phone calls to 911, via low 
speed equipment over the public telephone network or over wireless 
transmissions.  Choose CCTV camera locations from the following list of 
high accident locations in the first phase of implementation: 

LOCATION PHASE 

I-10 & Louisa St. I 

US 90 & Highway 48 II 

West Bank Expressway & Barataria Blvd. II 

West Bank Expressway & Manhattan Blvd. II 

Airline Highway & Causeway Blvd. II 

West Bank Expressway * Stumpf Blvd. II 

Judge Perez Dr. & Paris Rd. II 

I-10 & West End Blvd. / Pontchartrain Blvd. I 

West Bank Expressway & Belle Chasse Highway II 

Jefferson Highway & Causeway Blvd. II 

Pontchartrain Expwy & South Claiborne Ave I 

Causeway Blvd. & Veterans Memorial Blvd. I 
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LOCATION PHASE 

Chef Menteur Highway & Downman Blvd. I 

Clearview Pkwy & Veterans Memorial Blvd. I 

South Claiborne Ave & Melpomene Ave II 

I-10 & Chef Menteur Highway I 

I-10 & I-610 I 

Causeway Blvd & West Esplanade Ave I 

Severn Ave & Veterans Memorial Highway I 

 

• Develop early action initial Incident and Traffic Management system 
consisting of portable and fixed VMS, wireless CCTV cameras, 
Roadway/Weather Information System (RWIS), HAR system and roadway 
markers. 

• Develop and p  for the ATMS for th ents 
with the high mounting to a 47 m system.  The 
follo or the ATM

 

RO O 

repare design packages
est benefit:cost ratios a

e route segm
ile 

wing is the First Phase of implementation f S: 

UTE FROM T

I-10 I-610 Chef Menteur Highway

US 90 Ea Franklin Avenue st I-10 

Gent N Broad Street illy Boulevard US 90 

I-610 I-10 I-10 

I 10 -10 I-610 I-6

U -10 S 90 East I-610 I

Elysia N. Peters  Street n Fields Avenue Leon C Simon Drive 
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ROUTE FROM TO 

Ca Convention Center nal Street City Park 

Po Convention Center ydras Street I-10 

I-10 Veterans Memorial Hwy 10 I-6

Veterans M
Highway 

Pontch train Blvd. emorial I-10 ar

J.3.3 Traveler Information 
• Implement portable, cellular-controlled VMSs to manage pre-planned 

inc nts, mainte nce activities, 
etc. 

• Utilize a network of permanent HAR transmitters to cover the Metropolitan 

f long duration or that allow sufficient time to set up portable 

• 
itters. 

.3.4 Miscellaneous 
• Implement Roadway/Weather Information System (RWIS) sensors in 

recurring fog areas; partner with the telecommunications companies and/or 
cable television companies for communications back to a central location 
and also download the information to the various local jurisdiction 
maintenance and traffic control dispatchers. 

 

LOCATION DESCRIPTION 

idents; i.e. roadway construction, special eve na

New Orleans area to aid in the management of traffic during pre-planned 
incidents; i.e. construction, maintenance, special events, weather related 
incidents and major incidents involving lane closures or entire roadway 
closures o
VMSs and record HAR broadcast messages. 

Begin to advance to real-time management of traffic incidents with 
portable, cellular-controlled VMSs and permanent HAR transm

J

Interstate 10 5 – I310 I-5

Interstate 10 US 11 to LA 433 

Lake Pontchartrain Causeway  
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• Develop standards for construction projects to include ITS elements; i.e. 
f nduit and pul hile the r re 
excavated.  This is a critical step for reducing the ex  a 

work and a com ications plant S 
equipment. 

• Deve artnerships and othe ic sector 
agencies in communications infrastructure, technology testing, traveler 

s, freeway ser atrols, CCTV

• Coordinate with any other communications infrastructure, planned or 

J.3  
• lize site selection for the permanent ITS Center and possible joint 

Traffic Control Center with the Jefferson Parish traffic signal systems and 

• 

agement for the Metropolitan 
New Orleans area. 

J.3.6 
rading and expanding the Jefferson Parish and 

City of New Orleans traffic signal systems. 

• Begin design of system upgrade to allow for future integration with the 
Jefferson Parish and City of New Orleans traffic signal systems. 

• Develop interim incident traffic signal timing plans for alternate route 
implementation. 

• Develop remote access capabilities for off-hour monitoring of the traffic 
signal systems. 

• D lement emergency vehicle traffic signal preemption system 
for routes between responding fire stations and expressway entrance ramps. 

J.3.7 Short-Term, 2 to 5 years: 
• Incident Reporting and Response 

iber optic co l boxes w oadway/shoulders a
pense of developing

fiber optic net mun  to support the IT

lop p with the private sector r publ

information system vice p  cameras, etc. 

implemented within the study 

.5 Intelligent Transportation System Center (ITS Center) 
Fina

begin design of the facility. 

If the ITS Center and the Jefferson Parish traffic signal system controls are 
not located in the same facility; develop direct communication links 
between the ITS Center and the Parish.  This is critical for developing a 
“seamless” system of traffic and incident man

Traffic Signal Control 
• Develop strategies for upg

esign and imp
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• Complete the implementation of closed-circuit television cameras 

• 

• 

 

J.3  

• Move the portable, cellular-controlled VMSs to the next set of roadways.  
p ired communications. 

er information kiosks at major traffic 
generators and major employment centers. 

remaining on the initial list. 

Incident and Traffic Management 

Construct and implement the ATMS for the route segments within the 
urban area amounting to a 47 mile system 

ROUTE FROM TO 

I-10 I-610 Chef Menteur 
Highway 

US 90 East I-10 Franklin Avenue 

Gentilly Boulevard US 90 N Broad Street 

I-610 I-10 I-10 

I-10 I-610 I-610 

US 90 East I-610 I-10 

ian Fields Avenue Elys Leon C Simon Drive N. Peters  Street 

Canal Street City Park Convention Center 

Poydras Street I-10 Convention Center 

I-10 Veterans MemorialHighway I-610 

s Memorial Highway I-10 PontchartraVeteran in Blvd. 

.8 Traveler Information 
• Develop fixed locations for variable message signs along each route and at 

major decision points. 

U grade the wireless CCTV to hard-w
• Begin implementation of travel
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J.3  
• Test the option of wireless transmission of video images to the ITS Center. 

• Begin to develop the regional fiber optic communications network and 

o the fiber optic line. 

• Intelligent Transportation System Center 
• Develop the permanent ITS Cente

• Inco e or establish the link een the transi tch 
cente and the ITS Center an Jefferson Paris trol 
Centers. 

• T tal cost for the First  Implementati n, 
which includes nearly $5.7 million in capital cost for the 28 mile fiber optic 

stem. 

Mid and long range recommendations ar cribed in detail in th liminary 
Implementation Plan New Orleans Regional Intelligent Transportation Systems by 
URS-Grein

J.4 Review of the Concept of Operations for Lafayette 
A on’s tra to imp or 
both day-to-day mobility and hurricane evacuation emergencies.  Improved 
incident management can help achieve this goal.  The occasional, yet critical, need 
to imp e evacuation proc s also require t 
management.  During an emergency evacuation, a major bottleneck occurs along 
US 90/US ue to the num s along the route.  The 
Louisiana Department of Transportation and Development (DOTD) is 

(LOEP) to refine plans to improve evacuation traffic flow through Lafayette 
arish. 

portation goals include: 

• ment 

• 

• 

.9 Miscellaneous 

transition communications and control connections of field equipment from 
public telephone network and wireless media ont

r. 

rporat
r(s) 

s betw
d the 

t agency dispa
h Traffic Con

he total capi  Phase on is $17.7 millio

communication sy

e des e Pre

er. 

primary goal of the regi nsportation leaders is rove traffic flow f

lement hurrican edure s improved inciden

167 d erous signalized intersection

cooperatively working with the Louisiana Office of Emergency Preparedness 

P

Other LADOTD and Lafayette region trans

• Improve the overall safety of the transportation network 

Improve traffic manage

• Reduce non-recurring congestion 

More effectively disseminate traffic information to the traveling public 

Promote more efficient modal utilization 
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• Provide an integrated transportation system throughout the state of 
Louisiana 

Laf e
mainta
Traffic yette 
Parish Communication District (LCPD) and other participating agencies.  
LA rate Transportation Management 
Cen r  Louisiana Transportation Information 
Sys
wil l
recomm
(DMS), speed detectors, highway advisory radio (HAR), roadway weather 
info

Present Status of ITS Deployment in Lafayette 

J.5 Review of the Concept of Operations for 

ay tte’s Transportation Management Center (TMC) will be operated and 
ined by the Lafayette Consolidated Government (LCG) Department of 
 and Transportation, in coordination with the LADOTD, the Lafa

DOTD District 3 will also operate a sepa
te .  These TMCs will be a part of the
tem (LaTIS), which will serve as a cooperative, but independent system that 
l a low each agency to have access to statewide video and data.  Field devices 

ended for deployment in Lafayette include dynamic message signs 

rmation systems and video monitoring (referred to as surveillance) cameras.   

The deployment plan for Lafayette is under development with final draft delivery 
scheduled for 2nd quarter 2002. 

Houma/Thibodaux 
ITS Deployment for the Houma/Thibodaux Region is still in early planning stages. 
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Ap
LOUISIANA ITS ARCHITECTURE  

pendix K Market Packages 

RECOMMENDED MARKET PACKAGES 

MARKET PACKAGES REVIEW RESULTS 

 

Market 
Package 

Label 

Market Package Name LA ITS Plan DOTD Role 

AD1 ITS Data Mart No None 

AD2 ITS Data Warehouse Future Lead 

AD3 ITS Virtual Data Warehouse Future Lead 

APTS1 Transi  Vehicle Tracking t Advisory Advisory 

APTS2 Transit Fixed-Route Operations Advisory Advisory 

Demand Response Transit OperaAPTS3 tions Advisory Advisory 

APTS4 Transit Passenger and Fare Management Advisory Advisory 

APTS5 Transit Security Advisory Advisory 

APTS6 Transit Maintenance Advisory Advisory 

APTS7 Multi-modal Coordination Yes Coordination 

APTS8 Transit Traveler Information Advisory Advisory 

ATIS1 Broadcast Traveler Information Yes Lead on State Network 

ATIS2 Interactive Traveler Information Yes Lead on public kiosks 

ATIS3 Autonomous Route Guidance No Private sector lead 

ATIS4 Dynamic Route Guidance No Private sector lead 

ATIS5 ISP Based Route Guidance No Private sector lead 

ATIS6 Integrated Transportation 
Management/Route Guidance 

No Private sector lead 

ATIS7 Yellow Pages and Reservation No Private sector lead 
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Market Market Package Name LA
Package 

Label 

 ITS Plan DOTD Role 

ATIS8 Dynami TD responsibility c Ridesharing No Not LADO

ATIS9 In Vehicle Sig ate sector lead ning No Priv

ATMS01 Network Surveillance Yes Lead on State Network 

ATMS02 Probe Surveillance No   

AT Surface Street Control Yes Lead on State Network MS03 

ATMS04 l Freeway Contro Yes Lead 

ATMS05 nt s appropriate HOV Lane Manageme Future Lead a

ATMS06 tion n State Network Traffic Information Dissemina Yes Lead o

ATMS07 e Regional Traffic Control Yes Cooperativ

ATMS08 e Incident Management System Yes Cooperativ

ATMS09 nd e Traffic Forecast and Dema
Management 

 Future Cooperativ

ATMS10 e Electronic Toll Collection Yes Cooperativ

ATMS11 oring and Management TD responsibility Emissions Monit No Not LADO

ATMS12 t Probe Data e, but no probe Virtual TMC and Smar Yes Cooperativ

ATMS13 ossing Standard Railroad Grade Cr Future Cooperative 

ATMS14 ng e Advanced Railroad Grade Crossi Future Cooperativ

ATMS15 n Railroad Operations Coordinatio Future Cooperative 

ATMS16 bility Parking Facility Management No Not LADOTD responsi

ATMS17 ork Reversible Lane Management Yes Lead on State Netw

ATMS18  System Road Weather Information Yes Cooperative 

ATMS19 nt onsibility Regional Parking Manageme No Not LADOTD resp

AVSS01 stry Vehicle Safety Monitoring No Wait for automotive indu

AVSS02 stry Driver Safety Monitoring No Wait for automotive indu
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Market 
Package 

Label 

Market Package Name LA ITS Plan DOTD Role 

AVSS03 rning Longitudinal Safety Wa No Wait for automotive industry 

AVSS04 ing stry Lateral Safety Warn No Wait for automotive indu

AVSS05 Intersection Safety Warning stry No Wait for automotive indu

AVSS06 Pre-Crash Restraint Deployment ait for automotive industry No W

AVSS07 Driver Visibility Improvement stry No Wait for automotive indu

AVSS08 Advanced Vehicle Longitudinal Control or automotive industry No Wait f

AVSS09 Advanced Vehicle Lateral Control industry No Wait for automotive 

AVSS10 Intersection Collision Avoidance No Wait for automotive industry 

AVSS11 Automated Highway System motive industry No Wait for auto

CVO01 Fleet Administration In CVISN Plan Cooperative 

CVO02 Freight Administration In CVISN Plan Cooperative 

CVO03 Electronic Clearance In CVISN Plan Cooperative 

CVO04 CV Administrative Processes In CVISN Plan Cooperative 

CVO05 International Border Electronic Clearance In CVISN Plan Cooperative 

CVO06 Weigh-In-Motion In CVISN Plan Cooperative 

CVO07 Roadside CVO Safety In CVISN Plan Cooperative 

CVO08 On-board CVO Safety In CVISN Plan Cooperative 

CVO09 CVO Fleet Maintenance In CVISN Plan Cooperative 

CVO10 HAZMAT Management In CVISN Plan Cooperative 

EM1 Emergency Response Yes Cooperative 

EM2 Emergency Routing Yes Cooperative 

EM3 Mayday Support No Private sector lead 
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Appendix L – Benefits of Accepted Practices 
The experience gained through ITS deployment in other cities and states in the US 
can directly benefit the implementation of LaTIS in Louisiana. This appendix 

s information relating to st ple , 
maintenance, procurements and scheduling of ITS implementation that has been 
compiled for Louisiana’s needs 

Operational Hours 

Staffing a TMC for 24/7 operations is labor intensive.  Table D244 shows the 
s of ross the ntry varie
. Th b

surrogate for traffic flow), the number of miles of coverage, and the operational 
 

TIS e TM o be closed
hours.  Assuming a typical operations staff at a TMC will total 10 persons and the 

ha  these wou
 on a ever, since the

requirement to monitor all the connected systems, one TMC can monitor the 
ons  the case of th a n extended 

day - 5:00 am until 7:00 pm - may provide sufficient coverage with Baton Rouge 
ng 2 g all TMCs.  The district TMCs could operate in the 
ay p y of ope  b t to cover 

operations during normal transportation conditions and minor incidents.  When 
incid y conditions 

occur, these affected TMCs could be used as control centers by the LOEP, LSP, 
DO cient space needs to be made available in the TMC 

 to a er agencies to t uring 
emergencies. 

 

                                             

furnishe affing, im mentation, operations

number  staff in control rooms ac  cou s between 5 and 19 
persons e staffing requirements depend upon the num er of incidents (a 

hours.  

The La  application will allow som Cs t  during the quieter 

LADOTD has nine TMCs, it is unlikely t t all ld need to be fully 
staffed  24/7 basis.  How  statewide application has the 

operati of other TMCs.  In e three region l TMCs, a

operati 4/7 and monitorin
weekd eak hours.  This hierarch ration should e sufficien

major ents (those that affect more than one TMC) and emergenc

and LA TD staff.  Suffi
design llow staff from oth be housed in he TMCs d

 
44 Source: Metropolitan Transportation Management Center Concepts Of Operation: A Crosscutting Study, USDOT, ITS 
JPO October 1999. 
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TABLE L-1 TYPICAL TMC CONTROL ROOM STAFFING 

 

FREEWAY 
MANAGEMENT  

STAFFING B
O

ST
O

N
 

O
R

O
N

T
O

 

IS
L

A
N

D
 

R
O

IT
 

W
A

U
K

E
E

 

A
N

T
A

 

H
O

E
N

IX
 

T

L
O

N
G

 

D
E

T

M
IL A

T
L

P

POSITIONS H
O

U
ST

O
N

 

CENTERLINE 
MILES 

7.5 60 185 180 63 220 

OPERA

Personnel required for maintenance of ITS surveillance and control equipment can
be classified into nine categories based on responsibilities. 

1. Technician: A technician is responsible for maintaining the ITS ha
equipment in 

PRIME SHIFT 
OPERATORS 

3+ 3+ 5 4 2+ 5 

TOTAL 
OPERATION 

STAFF 

10 12 12 9 5 18 8 

254 122 

TOR 
POSITIONS 

10 9 5 6 3 12 6 18 

2 12 

19 

 

rdware 
the field as well as identifying failures at specific surveillance and 

control devices. He or she assists the electronics technician in troubleshooting, 
sting incoming equipment, and setting traffic controllers as specified by the 

system operator. 

2. Electronics technician: This person is responsible for diagnostic maintenance 
up to the device exchange level in the field, including complete responsibility for 
the operation of the traffic controllers, communication modems, and/or 
multiplexers. He or she is capable of diagnosing a failure, initiating corrective 
action, and performing preventive maintenance on the field electronics. 

3. Electronics supervising technician: In addition to the responsibilities described 
for technicians and electronics technicians, a supervisor is also responsible for 

te
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scheduling and recording work performed by the technicians in the group and for 
preparing quantity and cost estimates for the annual budget. 

4. Control center technician: This is an electronics technician who may be junior 
to the communications specialists but nevertheless has been trained in the 

 di l electronic equipment, particularly microprocessors. This 
person can identify hardware failure and ma repair lace d sions. The 
po ires sidera troubl ooting skills as well as the ability to 
pe pes of testing. 

5. Communications specialist: This position requires an electronics technician 
who is trained in perat  of a ety of wire line, wireless technologies, 
and ommunications (AM and FM) systems supporting video, data, and 
voice transmissions. An evaluation of the capital cost of the equipment in any ITS 
will show that the category with the highest investment is communications. It only 
m to protect this investment by providing a high level of maintenance. 
This category is not only the largest but also the one that changes fastest. As 
communications hardware evolves, it becomes almost a steady state situation 
w syste r anot is alwa  being u raded /or replaced. 

6. Software programmer: This is a support position. While it is possible for an 
operating agency to maintain the real-time system software, this is generally not 
the he real- e syste oftwa aintenance is generally contracted out. 
There is a need, however, for programming support in the operating agency. This 
level of programming skill would require proficiency in the database management 
programming languages used in the system  In addition, the programmer must be 

are for traffic signal 
controllers (e.g., National Electrical Manufacturers Association, 170,270, and 

or: This is the hands-on position. The system operator must be 
computer literate and capable of performing many computer-related skills, such as 

ubsystems 

maintenance of gita

con
ke /rep eci

sition requ
rform all ty

ble esh

the o ions  vari
 radio c

akes sense 

here one sub m o her ys pg and

case. T tim m s re m

proficient in GIS and CADD software packages (e.g., ARC/INFO®, ArcView®, 
AutoCAD®, MapInfo®, and Microstation®) and firmw

2070) on Mac®, Sun®, and HP® platforms. The primary task of the programming 
team is to provide the analysis software necessary to track maintenance operations 
and support the engineering function. 

7. System operat

keying in text data and using a mouse. Most ITS operating centers are actually 
composites of several different subsystems, so the system operator must be 
familiar with the operating commands of several different systems. A typical 
combination could include Highway Advisory Radio (HAR), dynamic message 
signs (DMSs), as well as a CCTV surveillance system. Each of these s
may have a different operator interface, and the system operators must be fully 
trained on all of the systems. We don’t want to say this…. 
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8. Shift supervisor/manager: This position is frequently filled by a person who 
came up through the ranks and achieved competence through a blend of job-
related training and personal experience. The supervisor must have a well-

ch others how to be excellent system operators. 

developed judgmental skill that allows him/her to distinguish between situations 
that can be handled within the resources of the operations center and those that 
require the participation of one or more sister agencies. This person is responsible 
for the development of the operating plan, including the magnitude of the response 
to implement based on the type of incident. Another skill highly prized in a 
supervisor is the ability to tea

9. Operations center director: This person holds the overall responsibility for the 
entire operation. This position requires a very competent engineer, one who is 
skilled not only in the technical issues related to ITS but also in management 
issues. This person does the planning, budgeting, and controlling for all fiscal 
matters related to the operations center. The most important skills required by this 
position, however, are people skills. This person must manage, direct, inspire, and 
control a group of 15-20 highly skilled technicians. 

Staffing for Operations and Maintenance 

An estimate of the number of personnel required to implement LaTIS was 
developed by examining ITS operations in other states. The following table 
displays ITS functions and required staff. 

OTHER TMCS STAFFING 

 TABLE – L 2 

Ops Maint 
System Miles Ramp CCTV DMS HOV Staff 
Seattle4 100+ 130 250 60 Yes 13 10 

Mi/St.Paul1 97 316 

 

Chicago1 130 95 0 23 Yes 15 5 
Long Island1 136 75 44 101 Yes 28 8 

Atlanta2 75 5 59 45 Yes 8 72* 
MD CHART2 645 No 21 35 Yes 3 23 

Houston Transtar3 122 Yes N/A N/A Yes 18 84* 

San Antonio2 53 No 89 100 Yes 7 24* 
Phoenix3 254 39 29 23 No 6 3+ 

108 34 Yes 14 7 
Detroit1 32 49 11 14 No 9 4 
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The staffing numbers should be considered as a guideline as the functions of the 
centers and the types of operations vary.  Some states concentrate their

Sources: 
1 Traffic Control Systems Handbook, FHWA, 1995 
2 FDOT District 2 Survey / Research, 1998 
3 Metropolitan Transportation Management Center Concepts of Operation,   NCHRP/FHWA, Oct. 1999. 
4 Silicon Valley ITS Strategic Plan, City of San Jose, 2001 

* Includes service patrol 

 ITS 
investment within short congested regions whereas others spread the investment 

ld significantly affect these 
numbers.  An allowance for supervisory and administrative staff should be added.   

TABLE L 3 TMC STAFFING NUMBERS 

ntenance s Supervisory 

over a greater area.   

Experiences from other TMCs indicate that for every 4 operators approximately 3 
maintenance staff members are needed.  This assumption was used to develop the 
numbers for LaTIS shown in Table 8 below. 

Local conditions and budgetary constraints cou

TMC Location Hours of 
Operation Mai Operation

New Orleans Long day 5 7 2 

Baton Rouge 24/7 7 10 2 

Lafayette Long day 5 6 1 

Houma P ur  0 eak ho  3 4

/Slidell 

s 

0 

ort/Bossier ong da 5 1 

0 

Hammond Peak hour 3 4 0 

Lake Charle Peak hour 3 4 0 

Alexandria Peak hour 3 4 

Shrevep L y  6 

Monroe Peak hour 3 4 

Totals  37 49 6 
Note: “O” for supervisory staff indicates a working supervisor from either the maintenance or 

operations category 
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Staff

A var anagement center (TMC) director to the 
individual technical assistants, play significant roles and perform essential duties. 
Regardless of the type of TMC, effective day-to-day operations require the TMC 

rocess, analyze, manipulate, and archive data 

• Provide for security, operations, and administration of the TMC's software, 

• Ensure that the TMC functions are performed by authorized, dedicated, and 

• Document or maintain logs of all TMC tasks and activities 

Staffing positions will depend on the hours of operation and the functions that will 
be e T l a di he
operated by LADOTD e sources (discussed late   Another variable is 
the number of full-time and part-time positions that will be available in the TMC. 

l-time positions indicated by th e agencies responding to a recent 
vey includ

• TMC manager or director 

• Supervisors (for operations, engineering, maintenance, law enforcement, 
systems, etc.) 

nt (fiel tral) engineer or maintenance coordinator 

sportation 

• mputer prog

• Workstation operators and analysts 

• System administrators (for computer hardware, software, and networks) 

Inspectors (e.g., for field equipment, etc.) 

Inspecting supervisor (if applicable) 

 Skills Required 

iety of personnel, from the traffic m

team to perform a number of basic tasks and administrative procedures: 

• Ensure the continuity, integrity, and efficiency of operations 

• Obtain retain, p

hardware, databases local area computer networks (LANs), 
communications systems, servers, etc. 

properly trained personnel 

• Communicate and coordinate with affected agencies and organizations 

 carried out in th MC. It wil
or by outsid

lso vary depen ng on whet
r).

r the TMC is 

Typical ful os
NCHRP sur ed: 

• Equipme d and cen

• Tran engineers 

Co rammers 

• 

• 
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• Law enforcement personnel (for TMCs with joint operation of a 
transportation agency and a police department/LSP) ·  

Radio dispatchers 

gencies as 
par m al TMCs:  

• 

• st aid patrols (if applicable) 

ferent sizes and operational contexts. 

TABLE L 4  TMC HIGHWAY MILES VS STAFFING 

 

T
or

nt
o 

ee
 

a 

Ph
oe

ni
x 

H
ou

st
on

 

• 

• Administrative staff 

• Maintenance staff 

The following positions have been described by other transportation a
t-ti e, full-time, or as-needed staff based on the needs of individu

• Additional workstation operators and analysts 

• Desk operators 

Radio dispatchers 

• HAR broadcasters 

Dispatchers only for motori

• Emergency planners (i.e. local OEP) 

• Maintenance technicians 

• Task-oriented trainees 

• Public information and media relations personnel 

• Intern employees 

The table below provides staffing survey results from a number of freeway 
management centers of dif

B
os

to
n 

o

L
on

g 
Is

la
nd

 

D
et

ro
it 

M
ilw

au
k

A
tla

nt

Cen r 60 185 180 63 220 254 122 te line Miles 7.5 

Op t  18 era or Positions 10 9 5 6 3 12 6

Pri 4 2+ 5 2 12 me Shift Operators 3+ 3+ 5 

Total O 12 9 5 18 8 19 perations Staff 10 12 
Source: Metropolitan Transportation Management Center Concepts Of Operation: A Crosscutting 

Study, USDOT, ITS JPO October, 1999. 
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Operators' Functions 

y systems are typically under the jurisdiction of sFreewa tate departments of 
transportation, while signal systems have usually been the responsibility of city 
traffic engineering departments. With the expansion of ITS, this traditional 
division of responsibility is becoming less practical. To achieve the potential 
ben t , a more integrated approach is necessary. For example, 
control parameters, such as ramp metering rates (which may have been the sole 

to 
ben t

The fo l organization responsible for freeway operations is the 
con mary functions that are performed in the control 
room: providing for smooth traffic flow on freeways, managing traffic, 
coo and dispatching field crews. A battery of CCTV 
sur l ontrol console, and 
rad a erizes the freeway control room. 

Freeway control centers are always staffed during peak traffic flow periods; many 
are staffed for 12 or more hours per day, and a few are staffed on a continuous 
basis. 

The dominant visible feature in the major freeway control center is the CCTV 
sur l  its rows of monitors and two or more operator control 
stations, this system defines the shape and size of the operations center. A typical 

ncident locations). 
Other hardware systems e operations center include computers (for 
logging activities and general data base support) and radio systems. The emphasis, 
however, is on human interpretation of incident response requirements and 

cident management. It should ote at smaller urban areas may e TM  
that are significantly smaller, b ith il tio m r TM ma  
limited to a single room or cub  w pp e c u n uipm  
and support services.  

of the ope s o i ve ic  w in  
mine the optimum response, dispatch remedial resources, 
her agencies, monitor incident removal activities, provide 

rs, notif e ia an publi via , pa s, 
ges, etc nd itor ffic 
ated sig sy s). Control resources available to the 

 
message signs, broadca hway Advisory Radio 

efi s of ITS technology

responsibility of the state) or traffic signal timing (which may have been the sole 
responsibility of the city), will have to be selected with an overall objective 

efi  both the freeway and city street systems. 

cus of a typica
trol center. There are four pri

rdinating responses, 
vei lance cameras, a computer-generated graphic display, a c
io nd telephone communications charact

vei lance system. With

system may include a wall map or computer-generated graphic display to illustrate 
traffic conditions (e.g., volumes, speeds, congestion levels, and i

 found in th

in be n
ut w
ical

d th
 sim
ith a

 hav
Cs 

s eq

Cs
y be

ent
ar func
ropriat

ns. S
omm

alle
nicatio

A primary task rator is t mpro traff flow ith cident
management, deter
coordinate with ot

 

information to travele
faxes, recorded messa

y th
.), a

med
mon

d 
 tra

c (
control devices (e.g., ramp 

Web pages ger

meters and/or coordin
f

nal stem
reeway operations center typically include displaying messages on dynamic

sting voice messages over a Hig

Appendix L 8



 

(HAR) station, and performin nd/or lane closings. As ITS 
technology evolves, other forms of control will be established, including wireless 

ty to focus on the area with the 
suspected incident to verify that a real problem is evident. Once the problem is 

r, temperature, electrical noise, and disturbances, as well as possible 
physical damage from vandalism and accidents. The system's operational 

, and start response to incidents 

g manual ramp a

communication of traffic information to in-vehicle navigation systems. 

The primary incident detection mechanism uses loop detectors and an algorithm 
that identifies flow abnormalities between two adjacent detector stations. Since 
this technique is susceptible to frequent errors (e.g., not identifying real incidents, 
declaring an incident when there is none) if not adjusted properly, the automatic 
incident detection algorithm is used only to alert operators to focus on a particular 
stretch of roadway. When the algorithm identifies a suspected incident, operators 
use their pan-tilt-zoom camera control capabili

verified, operators then follow steps defined in the procedures manual to begin the 
process of removing the incident. 

Incident detection via cellular telephone is becoming more prevalent. Some 
freeway management systems report that 80-90 percent of incidents are first 
reported by cellular telephone. 

While the system is expected to operate on a continuous basis, it must function in 
a very demanding physical environment that subjects components to extremes in 
weathe

environment is perhaps even more demanding. Traffic flows and roadway 
networks change over time; therefore, new timing plans need to be developed, 
input to the system, and fine-tuned on a continuing basis. Furthermore, daily 
operation of the system is in full public view from both drivers (who are directly 
affected by it) and decision-makers that are responsible for allocating funding 
necessary to its continued success. 

The duties of the system operators may include: 

• Monitor system peripherals (CCTV, graphics display, map, CRT reports) 
and analyze traffic flow status 

• Detect, confirm

• Report incidents to police and other emergency services 

• Report malfunctions to maintenance personnel 

• Provide traffic information to media and to the public 

• Keep logs of system operation and incidents 

Other management responsibilities and considerations include: 
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• Hosting visitors to the control center, a task that is usually most intense 
during the first 18 months of operations 

• Formulating policies regarding system operations, which is particularly 

of operation and to retrieve archival data, 
including: 

erator 

aintenance contract 

es current) 

Qu i

Ent requirements for personnel 
classif t and ITS surveillance and 
con  are intended only as 
bas g ry to conform with applicable 
local employment policies and classifications.  

critical for dynamic message signs (see the next section) 

• Creating good public relations; from a management point of view, a traffic 
control system is competing with other governmental services for funds, so 
good public programs (e.g., presentations on the system and benefits, press 
conferences for significant milestones, etc.) can be very important and 
beneficial 

In addition to the necessary functions of system interface and intervention, there 
are also several basic tasks associated with a traffic control system that should be 
performed to assure continuity 

• Maintenance of a daily control log, including notes on system functions, 
reports of component failures, and a checklist of items and tasks that must 
be performed by each op

• Maintenance of software 

• Retention of tape copies of daily summary reports 

• Retention of hard copies of all failure reports, preemption records, and 
sequential system operations records for at least one year 

• Backup of the complete system data base on tape, at least on a monthly 
basis, retained for three months 

• Preventive maintenance of computer hardware--running diagnostics and 
coordinating the computer m

• Documentation control (i.e. keeping chang

• System expansion (e.g. design, installation assistance, development, and 
input of additional data). 

al fications and Training 

ry level qualifications, training, and experience 
ications for traffic signal and control equipmen

trol equipment are summarized in the table below. They
ic uidelines and should be adapted as necessa
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Per

T L 5 TMC S  

Title 

sonnel Descriptions 

ABLE TAFFING 

Responsibilities Avg. 
Hrs/ 
Shift 

Avg. % 
Time* 

Requirements 

In charge of maintenance 
departm

8 68 IMSA certification, five years ofChief 
ent, coordinate work 

schedules of employees 

 
experience, FCC license, commercial 
driver's license (CDL), management 
training 

rintendent Oversee construction and 
maintenance; perform project 

9 43 IMSA certification, FCC license
journeyman skills level 

Supe

planning, budgeting, scheduling, 
administration, inventory. 

, CDL, 

Supervisor journeyman 
er training, 

college degree, CDL 

Supervise crews; schedule work 
activities; oversee maintenance, 
operations, and construction; issue 

8 59 IMSA certification, master and 
skills, management and comput

work orders 

Foreperso
work orders, daily activities 

IMSA certification, FCC license, CDL, 
journeyman skills, management training 

n Supervise shop, including inventory, 8 71 

Manager 
inventory, and purchasing; 

ced management training, 
Professional Engineer (PE.), IMSA 

General supervision of budget, 9 22 Advan

administrative activities and 
scheduling 

certification 

Engineer Engineering 
-in-Training 

(E.I.T.) or P.E., 1-3 years experience, IMSA 
certification 

Management, operations, and design; 
system checks; supervision of daily 
activities 

8 66 B.S. in Civil or Electrical 
(M.S. desirable), Engineer

Electricia

 repairs 

or master 
ship 

n Electrical maintenance, repair of 
equipment, field maintenance, 
troubleshooting, component

8 74 IMSA certification, journeyman 
level, driver's license, apprentice

Tech
g, 

8 63 IMSA certification, CDL, electronics and 
electrical training or Associates degree 

nician Response and preventive 
maintenance, troubleshootin
equipment repair and installation 

anic Troubleshooting, perform repairs and 
maintenance, installation of 
equipment 

8 63 Equipment  training, IMSA certi
master skills level 

Mech fication, 
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TABLE L 5 MAINTENANCE STAFFING 

Title Responsibilities Avg. Avg. % Requirements 
Hrs/ 
Shift 

Time* 

electronics, perform cabine
perform all types of field work

training in signal work, master skills lev

On-the-jo

Supervise contractor work, perf
site inspections of equipment 
operation and installation 

IMSA certification, journ

Equipment 
Operator 

Install loops, poles, and signs; 
perform routine maintenance 

8 23 Driver's license 

Repair and st

entage of work time devoted t ontrol systems 

Pub tor Staffing Consider s 

g, and training staff so that 

rvisor sh

the ded nnel are available and 
s. The agency's system 
) no later than the start 

ed b  system construction to 
stem manager, review 

mentation, and participate in

• ting traffic engineering 
he responsibility for 

 en ass both operations and 
tenance. 

Specialist Test and repair component-level 
t tests, 

 

8 98 Two-year electrical or electronics degree, 
el 

Helper/ Laborer Perform field repairs, assist 
technicians 

8 48 b-training, driver's license 

Inspector orm 8 77 eyman skills level, 
pass written civil service exams 

Warehouse 
Personnel 

ock equipment 8 53 IMSA certification, FCC license, 
journeyman skills level, CDL 

*Average perc o maintenance of traffic signal c

lic Sec ation
• Sufficient lead time must be allocated for establishing new positions; 

developing position descriptions and salary classifications; and recruiting, 
hirin  nee  perso
ready at the appropriate time in the system proces
supe ould be employed (i.e., designated/hired
of the implementation phase of a project.  Other operations and 
maintenance personnel need to be employ efore
receive the training provided by the contractor/sy
docu  system testing. 

The traffic system should be integrated into an exis
and transportation department or equivalent.  T
managing and supervising the traffic system should be clearly designated to 
a specific individual or position and should comp
main

• This logical tie-in assures a unified effort. Successful operation of a system 
is not possible without proper and effective system maintenance. Likewise, 
system maintenance cannot be properly carried out without the input and 
cooperation of operations personnel. It is the responsibility of management 
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to organize these operations and maintenance personnel into a single 
cohesive team i w freely among work 
segments, cross-utilization of personnel is possible, and the system staff is 
resp rements and o e

• Locating the maintenance function other unit separate from the traffic 
system operations and engineering  
create a situation in which the efficiency and full utilization of the system 
are n  Thi ype of organiza
been  several systems, but each unit must have a 
specified area of responsibility, and a good working relationship must be 

a . 

• Effective management of operations and maintenance staff must begin 
duri gn hases his a
important in fostering an acceptance of the new
agency personnel. Fear of the unknown, coupled with a potential 
misu stem's urpos nd co nnel may 
have regarding job security, can detract from full and efficient utilization of 
the new system. As previously noted, the following opportunities for staff 
involvement can be provided through the pre-sta
breaking down the natural barriers to system acceptance: 

ure proper 
inability issues 

• 

• 

• 

ositions, or terminations. 

• s have found alternatives to employing full-time operators, 

n which information is able to flo

onsive to the requi needs 

 in an
 unit (e.g., electrical services unit) may

f the syst m. 

ot adequately emphasized.
 successfully applied in

s t tional arrangement has 

est blished and maintained

ng the planning and desi  p . T ctivity is particularly 
 traffic system among 

nderstanding of the sy p e, a ncerns perso

rt-up process, thereby 

• Early involvement in system planning and design to ens
consideration of reliability and mainta

• Assurance of thorough training tailored to staff needs (and then provision 
of the actual training) 

Participation in construction inspection and acceptance testing 

Exposure to similar systems through field services with operations staff 

After the system is operational, several important management functions 
need to be completed. One is to schedule and conduct in-house, on-the-job 
training programs. This ongoing training is necessary because of personnel 
turnover, advancement of personnel to other p
Such a program should be initiated as soon as practical after system 
implementation. The in-house training program can be supplemented by 
sending operations and maintenance staff to attend outside training or to 
visit similar systems, as appropriate. 

Some agencie
including in-house training of supervisors and operators to share control 
room duties; part-time nonunion-staffed cooperative programs; and 
cooperative arrangements and contracts with universities to staff operators 
with agency management supervision 

Appendix L 13



 

• 

of participants). 

DOTD

The fo
These an be applied to new position descriptions 
req e

Examp

LO

OBJEC

This po S engineering.  The 
pos
and Dir
operatio tems architecture, and 
coo
mis
safety a perations on the freeway and major state highway network 
by y vanced traffic 
eng

DU E

In every process there is an underlying structure that shapes and controls 
events.  This framework consists of formal elements (e.g. contract 
documents agreements, written procedures) as well as informal elements 
(e.g., relationships, cooperation and commitment 
Experience has shown that, far beyond any formal written controls, system 
success ultimately depends on the informal elements—specifically, the 
people involved in the process. 

 Position Descriptions 

llowing are examples of established LADOTD Personnel Descriptions. 
formats and approaches c

uir d for LaTIS implementation. 

le 1 

UISIANA DEPARTMENT OF TRANSPORTATION AND DEVELOPMENT (DOTD) 

INTELLIGENT TRANSPORTATION SYSTEMS (ITS) ENGINEER MANAGER 

TIVE : 

sition is the top-level expert for the Department in the field of IT
ition regularly consults with LADOTD Secretary, Assistant Secretary, District Administrators, 

ectory Heads in developing ITS and Traffic Management Center (TMC) deployment and 
nal policies, project programming and prioritization, sys

perative partnerships with other state agencies, local governments, and private firms.  The 
sion of the position is to champion ITS across the Department with the goal of improving 

nd traffic management and o
full  utilizing existing system capacity through ITS technologies and ad
ineering principles. 

TI S & RESPONSIBILITIES 

Program
Mainten

• 

• 

ehicle Information Systems & Network, Traffic 

• 

• 
l governing bodies.  Special oversight is 

 Administration (75%) - Project Management, Planning, Design, Operations & 
ance of the Department’s ITS Program 

Manages ITS activities through the direct supervision of the ITS Unit and consultants, and indirect 
supervision of other traffic engineering staff in the preparation of technical research, reports, 
specifications, standards, and design plans for ITS projects. 

Administers the design, operation, and maintenance of all ITS programs including fiber-optic and 
wireless telecommunications, Road-Weather Information Systems, Advanced Traffic Management 
and Traveler Information Systems, Commercial V
Management Center operations, and Motorist Assistance Patrols. 

Responsible for the statewide coordination of all rural and urban ITS initiatives with District 
Administrators and Traffic Operations Engineers, Metropolitan Planning Organizations, other 
state agencies, and local governments. 

Provides expert assistance to the Department’s design, construction, maintenance, and research 
divisions as well as to other state agencies and loca
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provided in the design, development and operation of the Traffic Management Centers located in 
the New Orleans, Baton Rouge, Shreveport, and Lafayette metropolitan areas.  Additional 
oversight is provided to the implementation of automation of weigh-in-motion stations at truck 
scales to provide safe and efficient flow of commercial traffic on the highway network. 

Chairs the ITS Project Selection Committee of the Department’s Highway Program, which is 
responsible for the distribution of $6 million annually in ITS deployment and integration projects. 

ering (15%) – Research, Technical R

• 

Engine eview, Report Preparation & Oral Presentation 

are presently available for development, implementation, 
resent and future ITS applications include: traffic signal 

and emergency vehicle detection and interconnection to an areawide ITS program, video 

Professional Capacity Building (10%) – Professional Memberships, Training Seminars & 
presentation 

• Represents the Department in organizations including Transportation Research Board, American 
ittee, 

Institute of Transportation Engineers, National Committee on the Manual of Uniform Traffic 
C andards, 
and specifications, which will influence ITS deployment and ultimately transportation 

ment and operations in Louisiana. 

Evaluates the ITS technologies, which 
and deployment by the Department.  P

monitoring and detection, automated weight enforcement, incident detection, variable message 
signing, highway advisory radio, and technical integration of systems for a seamless ITS 
program.  

Committee Re

Association of State Transportation Officials Advanced Transportation Systems Subcomm

ontrol Devices, and ITS America.  These groups actively develop national policies, st

manage

• Develops professional capacity building curriculum and continuously attends national 
symposiums and training sessions to keep abreast of latest technology and practice 

SUPPLEMENTAL QUALIFICATIONS 

This position requires a minimum of 5 years professional engineering experience in 
transportation/traffic or systems engineering, 2 of which must have been at the advanced 
performance level (Engineer 4). 

Example 2 

INTELLIGENT TRANSPORTATION SYSTEMS (ITS) 

AMMING SPECIALIST 

FUNCTION OF WORK: 

To perfo
Statewi  
Metropo g ITS planning and project 
pro

 

In i
delegat ewide 

PLANNING & PROGR

DOTD TRANSPORTATION PLANNER 1 

rm professional transportation planning tasks in the development and maintenance of the 
de ITS Implementation Plan. To provide technical advice to LADOTD officials and
litan Planning Organizations (MPO’s) on matters regardin

gramming. 

add tion to planning and project programming responsibilities, this position has specific 
ed authority under the supervision of the ITS Engineer Manager to manage the stat
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deploym  
Comme e ITS 
umbrella of 
these p e for the 
dev p and 
mak
cost es  
ITS/CVO committees.  

 

SUPERVISION RECEIVED: 

SUP R

None. 

LOCAT

ITS Un
(DOTD)

• Differs from other planner jobs by emphasis on planning and project programming of ITS 

ansportation Planner 2 by the absence of functional supervision over 
lower level LADOTD Transportation Planners and/or professional planning staff located in the 

olitan Planning Organizations. 

EXAMPLES OF WOR

• Assists in the development and maintenance of the Statewide ITS Implementation Plan by 
applying transpor methods, standards and 
techniques. 

• Provides guidance a nning Organizations in the 
preparation of ITS projects into the Transportation Improvement Plans and other transportation 

ts. 

• Assists the ITS Engineer Manager in consulting with elected and appointed officials, industry 
leaders and community leaders to solicit feedback on ITS issues and problems in an effort to build 
consensus on future ITS policies and investments. 

ent of separate projects identified to implement Motorist Assistance Patrols (MAP) and
rcial Vehicle Information System and Networks (CVISN) initiatives under th
.  This position will be responsible for accomplishing the design and development 

rojects. The ITS Planning & Programming Specialist also will be responsibl
elo ment of MAP and CVISN project contracts, Requests For Proposals (RFP), reviewing 
ing effective recommendation for acceptance of scope of work documentation, and project 

timations.  This position also will represent LADOTD at meetings of regional and national

LEVEL OF WORK:  

Journeyman. 

General direction from ITS Engineer Manager. 

E VISION EXERCISED: 

ION OF WORK: 

it, Traffic Engineering & Services Section, Department of Transportation & Development 
. 

JOB DISTINCTIONS: 

projects. 

• Differs from LADOTD Tr

Metrop

K: 

tation and socioeconomic planning principles, 

nd technical advice to the Metropolitan Pla

planning documen

• Assists the LADOTD ITS Engineer Manager in the preparation and formal presentation of ITS 
planning and project programming reports, documents and exhibits to the ITS Technical Advisory 
Council, the ITS HQ Team and other policy committees and groups. Represents LADOTD in the 
absence of the ITS Engineer Manager. 
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• Researches the latest technologies related to ITS planning and programming and advises 

LADOTD officials and MPO staff on findings. Works to implement these advances. 

• Assists the ITS Engineer Manager in the project management of MAP and CVISN consultant 
contracts. 

• Prepares reports requested by LADOTD officials, commissions and task forces regarding future 
ITS plans. Makes recommendations to the ITS Engineer Manager and/or LADOTD officials based 
on report findings. 

NOWLEDGE AND SKILLS REQUIRED: 

road experience in transportation planning and project programming, and 
a grasp of international, federal, state, and local transportation policies and guiding principles.  

e ability to negotiate with diverse interest groups to bring about 
consensus with both the public and private sector partners.  A broad knowledge of the 

latory functions is necessary to ensure that appropriate expertise is 
available and utilized throughout all phases of the project deliverables. 

Specific areas of knowledge should include: 

nd project programming 

Contract development and administration involving Federal cooperative agreements; 

• Federal grant application/development process; 

• Generally accepted accounting principles; 

oposals; 

d to create and communicate strategic and Business Plans for Intelligent 
Transportation Systems (ITS) related projects; and 

• urement and acquisition policies, procedures, and contract management. 

 

The ITS list should have the skills to: 

s of multiple projects to achieve one coordinated outcome; 

• ctive oversight to projects, identifying problems and constructing plans of actions to 

• 
tory agency managers, executive management level and technical staff; 

• 

 

MINIM

K

This position requires b

This position requires th

transportation agencies’ regu

• Transportation planning a

• 

• State and Federal budget management, planning, and administration for inter-agency budget 
pr

• Methods neede

State proc

 Planning and Programming Specia

• Coordinate activitie

• Display strategic and creative thinking regarding the deployment methods of multiple projects 
having long-term impacts on the state’s infrastructure; 

Provide effe
mitigate risks; 

Communicate effectively and interface with customers,  private sector business executives, and 
other high level regula

• Communicate effectively in the legislative process; and 

Interact with external stakeholders. 

UM QUALIFICATIONS: 
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A b c
econom s plus three 
years of professional experience in transportation planning or urban/regional planning. 

SUBST : 

A maste
geograp ted for two years of the required experience. 

an/regional planning, engineering, economics, or 
geography may be substituted for the three years of required experience. 

ntral Association of 
Colleges and Secondary Schools; the Northwest Association of Secondary and Higher Schools; 

Secondary Schools; or the Western Association of 
Schools

 

 

Exa p

TECHNICAL SUPPORT SPECIALIST 

INFORMATION SYSTEMS TECHNICAL SUPPORT SPECIALIST 3 

FUNCTION OF WORK: 

To supe mplex ITS 
software/hardware, performing as primary consultant and advisor on particular areas of ITS 
softwar
evaluat rdware.  

LEVEL
Advanced journeyman--lead worker.  

SUPER

General from the ITS Engineer Manager.  

SUPERVISION EXERCISED: 

s Technical Support Specialists 1 and 2.  

LOCATION OF WORK: 

ac alaureate degree in transportation planning, urban/regional planning, engineering, 
ics, geography, biology, chemistry, physics, geology, mathematics, or statistic

ITUTIONS

rs degree in transportation planning, urban/regional planning, engineering, economics, or 
hy may be substitu

A Ph.D. in transportation planning, urb

NOTE: 

Any college hours or degree must be from a school accredited by one of the following regional 
accrediting bodies: the Middle States Association of Colleges and Secondary Schools; the New 
England Association of Schools and Colleges, Incorporated; the North Ce

the Southern Association of Colleges and 
 and Colleges.  

m le 3 

INTELLIGENT TRANSPORTATION SYSTEMS (ITS) 

rvise and conduct the installation, maintenance, and administration of co

e/hardware, interfacing with vendors in problem resolution and optimization; assist in 
ion and recommendation of ITS software and/or ha

 OF WORK: 

VISION RECEIVED: 

Functional over Information System
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ITS Unit, Traffic Engineering & Services Section, Department of Transportation and 
Development.  

JOB DISTINCTIONS: 

Differs from the lower level technical support jobs in the coordination of several specific areas of 

d systems area, the 
evaluation and recommendation of software/hardware products, and greater vendor and user 

SYSTEMS SOFTWARE:

software/hardware support that have agency wide impact, involving project responsibility, 
performing as the primary technical consultant and advisor in the assigne

contact.  

EXAMPLES OF WORK 

 
 

stallation, maintenance, and modification of vendor-supplied ITS software (e.g., 
operating systems, communications managers, database management systems, compilers) for a 
system or complex network supporting applications critical to state’s ITS functions (often 
requiring after-hours scheduling due to extensive availability requirements).  

• Coordinates the design, development, and installation of in-house software packages (or 
modifications to vendor packages) by designing work and specifications. Consults regularly with 

rs concerning software and/or hardware problems, resolutions and system and network 
mance.  

• Advises and co nel, and management 
consultants, performing network design, designing and providing documentation, instruction, 
problem analysis, and complex areas of software and 
network performance. 

DATABASE:

•  
Evaluates and recommends the selection of vendor supplied software packages for ITS; 
recommends and prepares specifications for modifications and customization of purchased 
software.  

• Coordinates the in

vendo
perfor

nsults with end-users, administrators, technical support person

education pertaining to specific and highly 

 

Establishes departmental policy with regard to: data definition and data relationships, database 
y. 

users 
base 

security, and database documentation. 

dissemination of information regarding present and future database resource 
re) requirements to senior and middle management. 

nt's database activities in various user groups and other entities within and 
t. 

 and advisability of proposed additions and modifications to 
the database.  

NETWORK SUPPORT: 

•  

design, database implementation, database operation, database security, and data accessibilit

• Supervises and directs personnel responsible for database administration, the liaison between 
and the database administrator, the establishment of database standards and procedures, data

• Coordinates 
(personnel, software, and hardwa

• Represents the departme
without state governmen

• Reviews and determines the feasibility
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• Installs and customizes software and hardware in order to manage, monitor, and oth

an exten
erwise support 

sive enterprise computer systems network (including mainframe(s), LAN's and/or WAN's, 
communications lines, etc.).  

plements a communications system connecting the various components of an 

 of the 

uates performance and efficiency of an enterprise network. 

• Establishes and manages configuration data on network software and hardware components.  

tegy and recommends and documents standards and 
rocedures for enterprise or local area network participation and functions. 

• 

ing load balancing. 

• plex LAN involving 
host connectivity, client/server applications, and a distributed processing environment. 

• 

MINIMU
A bacca
program
year of 
in comp s support.  

 
Exp e e or training in computer programming, computer operations, network communications 
or produ
of expe

An o
degree.

Twe  
those o laureate 
degree. (Note: Final determination on the experience level of applicants from outside the 
classifie
who ap quirement. With rare exceptions, classified state employees 
mus a
for the d

ional level experience in programming may be substituted for the 
quired baccalaureate degree.  

Completion of a full-time comprehensive data processing course approved by the Department of 
Civil Service, which included extensive emphasis on systems programming, may be substituted 

• Designs and im
enterprise network. 

• Consults with vendors in the evaluation of software and hardware used in the management
enterprise network. 

• Consults with users on various requirements and participation in the enterprise network. 

• Monitors and eval

• Develops stra
p

Monitors all attached devices in a complex LAN environment, such as work stations, servers, 
bridges, multi-station access units, etc.; analyzing performance, diagnosing performance problems, 
and perform

• Manages or supervises the management of the remote distribution and maintenance of enterprise 
or local area network software. 

Manages the multi-domain backup/recovery and security functions of a com

Develops work schedules, assigning work, providing technical assistance and review, overseeing 
system tests prior to and following installation of software and hardware.  

M QUALIFICATIONS: 
laureate degree plus three years of professional level experience in computer systems 
ming, operating systems support, or in computer hardware systems support. At least one 

this experience must have been in operating systems support or at the supervisory level 
uter hardware system

SUBSTITUTIONS:
eri nc

ction control may be substituted for the required college training on the basis of one year 
rience or training for two years of college.  

ass ciate degree in computer science may be substituted for the required baccalaureate 
  

lve months of microcomputer network support or related software support duties equivalent to 
f an Office Computer Support Specialist 2 will substitute for the required bacca

d system will be on the basis of a short questionnaire which will be sent to all applicants 
pear to meet the overall re

t h ve served as an Office Computer Support Specialist 2 in order to meet this substitution 
egree.)  

Twelve months of profess
re
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for t  r
allowed

A b a
info a
enginee stems and decision sciences, computer engineering, 
telecom
of requi nce.  

A m te  year of 
the u

EXA P

Informa
(ope ti
Info a
(operati
Informa ian Supervisor 
(sup v
(qualify
Information Systems Applications Programmer 
(ge
Informa
(com
(genera

 

A continuing problem for many government agencies is recruiting, and then 
nel that possess the skills necessary to operate and maintain the 

 
 

maintenance or electrician rates, which agencies are often unable to pay.  
use 

ontractors. These contractors can also be hired to supplement regular staff 

nce of 
 

e 
ted operating.  The Connecticut Department of Transportation uses 

outside contractors for the operations and maintenance of its 1-95 Incident 

 
s 

he equired baccalaureate degree. For less than completion of the course, credit will be 
 under the first paragraph for substitutions. All training must have been resident study.  

acc laureate degree with twenty-four semester hours in computer science, management 
rm tion systems (MIS), quantitative business analysis-computer science, electrical 

ring, information sy
munications, or computer information systems will substitute for the degree and one year 
red general experie

as rs degree in the above fields will substitute for the baccalaureate degree and one
req ired general experience.  

M LES OF QUALIFYING JOBS IN STATE SERVICE: 

tion Systems Technical Support Specialist 
ra ng systems support) 

rm tion Systems Software Support Specialist 
ng systems support) 
tion systems Network Technic

er isory computer hardware systems support) 
ing for the specialized year) 

neral experience only) 
tion Systems Network Technician 

puter hardware systems support) 
l experience only)  

Private Sector Staffing Considerations 

retaining, person
sophisticated hardware associated with computer-based traffic systems. Proper
maintenance of systems can require salary schedules higher than typical

Accordingly, some agencies have determined that the best alternate is to 
outside c
and to stock specialized spare parts during emergencies. 

Outside contractors have been used successfully for operations and maintena
traffic systems. The New York State Department of Transportation has used
outside contractors for operations and maintenance of its INFORM system sinc
the system star

Management System.  

Contract maintenance is utilized to some extent in nearly all traffic systems.
Maintenance of the computer and peripherals is a prime example. The contract i
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usually with the computer manufacturer and provides for both preventive
emergency maintenance, including parts and labor, for a fixed monthly fee. 

 and 
In 

kup 
ice with 

Another form of contract maintenance, which has been used successfully in traffic 
 

the manufacturer for repair, on either a contract or a 
unit-cost basis. Leased communications networks (e.g., telephone, community 

act maintenance.) 

 contract maintenance is greatest for high-technology 
cations modules). However, there are 

uipment where contracting may be 
eeing the work of the maintenance 

rk, and enforcing the specified response times 
eed to budget staff to oversee compliance 

d that contracted forces might cost more than 
cases, have limited functions due to contract 

Operations and Maintenance (O&M) Costs 

ates indicates an average annual cost 

uld be used for statewide 

       

general, normal weekday service is adequate, particularly if some form of bac
system control is provided. Full, 24-hour computer maintenance serv
quick response times is often available at a greater cost.  

systems, is for the repair of communications modems and interface units. These
units can be mailed back to 

antenna television [CATV]) are also a form of contr

Currently, the need for
hardware (e.g., computers and communi
situations involving non-computer-based eq
advantageous. The responsibility for overs
contractor, inspecting the wo
remains with the agency. Agencies still n
by the contractors. It should be note
in-house staffing and, in some 
restraints. 

A summary45 of 45 TMCs located in other st
of $350,000 for maintenance and $950,000 for operations per TMC.  For TMC 
staffing, a 1999 labor rate46 of $18/hour with an overhead (benefits) factor of 52 
percent yields  $28/hour and using 2080 hours per year results in an annual cost of 
$58,000/person.  Using the staffing levels shown earlier, this results in annual 
costs of $2.2 Million for the 37 maintenance staff.  The costs of the ITS hardware 
is about $35 million, however, these costs include construction.  If it is assumed 
that 50 percent of these costs are for hardware purchases and use the 10 percent 
rule for maintenance this produces an annual maintenance cost of $1.8 million.  
For budgetary purposes, a range of $1.8 - 2.1 million co
maintenance of the ITS devices.  Operating costs using the labor assumptions 
above result in an annual cost of $2.8 million for the 49 operations staff in the nine 
TMCs.  This is about $310,000/year/TMC, which is less than the range of costs 
found elsewhere.  Supervisory costs could add an additional $360,000 per year. 

                                       

 Giblin and Kocienda –CHART ITS Maintenance Management Plan 1999 

45 Transportation Management Center Functions NCHRP Synthesis 270.  Walter H Kraft 1998 

46
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However, when comparing with other TMCs it should be remembered that 
operational hours are limited in many of the LaTIS TMCs.   

An increasing trend is for states to contract out some or all elements of operations 
and maintenance.  A preventive and responsive maintenance contract was recently 
let by the Virginia Department of Transportation (VDOT) Smart Traffic Center in 

nd the $2.6 
million/year cost is close to the estimate for Louisiana shown above.  Comparison 

involves adding devices and possibly new methods of data distribution.  
Although much is anticipated of new technologies, the main elements of freeway 

r 50 years ago; the John Lodge 
Expressway had CCTV in 1955 and electronic monitoring was used in Los 

approach is likely to save money and provide a more flexible system. 

The retirement of the Baton Rouge Management Information System for 
Transportation (MIST) system will require no additional work outside the Baton 
Rouge TMC but it will probably be necessary to upgrade the computer equipment.  

Northern Virginia.  The winning bid was $5.2 million for two years.  The work bid 
also included bar coding inventory items, purchasing needed spares for VDOT, 
and maintaining their inventory.  Labor rates in Virginia are higher than Louisiana.  
However, in Virginia, the ITS devices are concentrated in one area and not spread 
across the state.  This bid was received in the Spring of 2001 a

of bids is questionable because each system contains different items and functions.  

Expansion and Retirement 

Both geographical and functional expansions are anticipated.  The distributed 
properties of available software are such that there are no realistic limits in terms 
of how many centers can be added.  The major constraint is likely to be in terms of 
communications bottlenecks and connections to more remote devices.  Functional 
expansion 

control systems are the same as those in use ove

Angeles in the early 60s.  It is unlikely that there will be many new monitoring 
options available in the foreseeable future.  However, the use of the Hydrowatch 
data as a real-time operational component of traffic control is innovative and new.  
The structure of the software readily allows new types of devices to be added.  
Thus, should functional expansion - transit monitoring or short messages on cell 
phones - be required in the future, there are no technical impediments. 

One area where there may be opportunity to accommodate new technology is in 
the area of video image formats.  The current LADOTD camera specification is 
for conventional National Television Standards Committee (NTSC) signal format.  
This video data needs to be digitized for transmission, turned back into NTSC at 
the TMC, and then displayed on a TV screen.  New developments indicate that 
internet protocol addressable cameras can produce digitized video that can be 
transmitted directly in MPEG II format and displayed on computer screens.  This 
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Inside the TMC the work would be similar to other TMCs, adding the 
communications hardware, updating the databases, modifying the map, etc. 

Project Management 

There will be a significant amount of coordination and management associated 

Contracting and Scopes 

In order to minimize administration costs, speed the implementation schedule, and 
provide a uniform statewide system, the project team recommends the 
procurement contracts be awarded by function rather than geography.  These 
projects or market packages are the portions of work LADOTD will need to 
implement.  The sections below each define a separate scope of work and 
associated set of skills.  These will form the basis of a series of procurements by 
LADOTD. 

with the ITS projects.  A MdSHA manager oversees the opeerating system 
implementation.  This is a full time position with responsibilities that include daily 
coordination and implementing the state’s technical initiatives. This full time 
project manager represents LADOTD and operates in concert with the contractor’s 
project manager.  The position will be especially demanding  if the nine systems 
are being installed simultaneously. 

The system integrator’s project manager would need to be a full time position with 
a support person for 50 percent of the time.  This position needs to be funded for 
the full period of the implementation. 

 

Project Management Qualifications 

The project manager will need to be based in Baton Rouge, be adept at project 
management, and have negotiating skills sufficient to assist in the decisions and 
resolve points of contention that will develop as the implementation proceeds.  
The complexity of the implementation will increase rapidly as the various 
contracts begin.  Significant support will be required during the initial period of  
implementation.  This will require a full-time project manager with administrative 
support plus a wide range of technical resources to call upon. 

Project Management Scope 

The scope for the project management will include: 

• Guiding the implementation of LaTIS; 
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• Developing schedules and plans; 

• Overseeing all LaTIS associated contracts and subcontracts; 

• Setting up, attending, and monitoring all meetings associated with LaTIS; 

Communication System Design 

The communication system is the most crucial element of LaTIS.  Its availability 

lifications 

 will be significant long-term 
al connections to ITS devices 

as s e higher level planning significant 

• Meeting with LADOTD staff on a regular basis and ensuring their technical 
direction is input into the implementation; 

• Keeping records of all meetings and entering the data into ProjectSolve; 

• Providing progress reports to LADOTD; and 

• Ensuring correct invoicing procedures and monitoring fiscal progress.   

and accessibility is the key to the LaTIS functions that are to be performed.  CSC 
is already under contract to perform the statewide design. A full description of the 
communications plan is contained in Section 3 of this report The schedule is 
shown below. 

 

 
Communication System Design Schedule  

Communication System Qua

Although the statewide plan will be available, there
need to expand the statewide network and to add loc

the e become available.  In addition to th
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local effort will be needed during the LaTIS implementation.  These local efforts 
wil tenance of the 
net

Co

The co ing: 

re/verify telecommunications equipment; 

• Install telecommunications equipment; 

• Field/remote site installation oversight; 

• Central/ATM node installation; 

• Test communication between sites; 

• Prepare record drawings for communications and site installation; and 

• Verify site operations. 

These tasks are to cover both the statewide network and the communications plans 
between each TMC and the ITS devices.   

Traffic Engineering Services 

There are a variety of ITS devices that are needed to meet the control needs of the 
rban areas surrounding each of the TMCs.  These include DMS, HAR, speed 
etectors, and cameras.  The quantities of the various device types will vary by 

location, and the LADO on each location.  The 
use local engineering expertise in 

e the prime location of each device.  

l include the purchase, installation, connection, testing and main
work components. 

mmunication System Scope 

mmunication design task includes the follow

• Survey site for power, space, etc., and prepare site survey; 

• Prepare bidding documents; 

• Specify communications devices; 

• Prepare installation plans; 

• Provide technical support to LADOTD in bid reviews; 

• Write and oversee the test plans; 

• Develop maintenance and operations procedures; 

• Configu

u
d

TD will apply budget constraints 
typical process for locating devices is to 
conjunction with accident maps to determin
However, in the case of Louisiana, the evacuation routes need to be considered 
during the determination of the locations of the various ITS devices.  The 
LADOTD can anticipate that separate tasks will be performed for differing 
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geographic locations; however, the same team will perform this work to provide 
efficiencies and statewide conformance.   

Traffic Engineering Qualifications 

The siting and locating of the LaTIS devices will require a company with local 

Tr i

Wi n ed by LADOTD, the contractor shall 
per m nated geographic area: 

 location for each of the ITS devices in 
er relevant agencies 

benchmarks [bids?] for installed prices,. 

 

andheld video camera to 

perform site visit and determine 
e devices.   

 power and communication paths. 

udes site drawings and specifications 
ance 

ting, and remedial work. 

anagement centers will require a wider range of 
hnical, ergonomics, and interior design are all 

traffic engineering expertise.   

aff c Engineering Scope 

thi  budgetary constraints establish
for  the following tasks for each desig

• Determine a preliminary
consultation with the LADOTD, LOEP, LSP, and oth
and using previously established  

• Obtain approval for the draft plan from LADOTD.

• For each camera location, use a bucket truck and h
determine field of view. 

• For other potential device locations, 
precise sites for optimal functioning of th

• For each ITS location, determine

• Prepare bid plan package that incl
based on state procurement specified hardware.  Prepare testing accept
procedures. 

• Oversee installation, tes

Traffic Management Center Design 

The design of the various traffic m
skills than the other tasks as tec
needed.  The traffic management center for Baton Rouge is complete and New 
Orleans’s center is under design.  Other TMCs may be located in existing 
maintenance centers.  However, with the extensive use of common ITS items on 
the state procurement schedule, the use of one statewide software application and 
a consistent team involved in the TMC design, a unified approach for LaTIS can 
be achieved.   

Traffic Management Center Design Qualifications 

It should be assumed that each TMC is a separate task under this project. 
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The TMC design team should include expertise in: 

Traffic Management Center Design Scope 

For each TMC: 

quirements and constraints; 

ons procedures; 

• y 

•  System Testing.  

Sta w

The urement 
list

Statew

• Meet with the LADOTD and relevant local participating agencies to 
determine site specific re

• Develop detailed operati

• Determine hardware specifications and deliver purchase orders to 
LADOTD; 

• Provide conceptual layout drawings and cost estimates of TMC for 
LADOTD review and approval; 

Provide final drawings, specifications and estimates to accompan
construction plans; 

• Prepare construction bid package and acceptance test plans; and 

Oversee Construction and

te ide ITS Device Specifications 

 intent of this activity is to add required ITS devices onto the state proc
. 

ide ITS Device Specifications Qualifications 

A r g ncluding traffic engineers, 
electrical engineers, communication specialist, and staff familiar with the local 

an e of expertise and capabilities will be required, i

conditions.   

STATEWIDE ITS Device Specifications Scope 

For the hardware listed below, prepare technical specifications to sufficient level 
to allow LADOTD to bid the item.  The LADOTD may add additional hardware 
items, as required.  Provide support to LADOTD in contractor selection.  Assist 
LADOTD in issues relating to the acceptance of the item on the state procurement 
list: 

 

DMS Video Camera

Traffic Detectors Video multiplexers  

s  
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HAR’s  ISDN 

ATM switches DSL

Hubs  

Ro r

Mo m

POTS 

  

Spread Spectrum  

eo displays 

Softw entation 

The pr ns software is the most risky and time-
consuming project that State DOTs are likely to undertake.  It has been shown that 
the n
results.  The contract used to develop the CHART software was performed on a 
tim TIS.  This 
approach will allow fully featured designs to be developed with extensive 
con edures.  In order for LADOTD 
to monitor costs, it is recommended that the software development be a task order 

t individual tasks that include budget 

eding design tasks are completed. 

ever, several options are also available for LaTIS implementation 
are applications.  

m has a series of release versions that each incorporate individual builds – 
hich require about six months of development.  The current schedule for 

CHART includes four releases and nine builds.  This task will review these 
development steps to determine at which point LaTIS will utilize the code that was 
developed for Maryland and begin LaTIS development.  All the following tasks 

ch software build. 

ute s Consoles 

de s  Vid

are Implem

ocurement of statewide operatio

 co ventional design, low bid, then build approach rarely produces satisfactory 

e and materials basis. The same approach is recommended for La

figuration management and quality control proc

contract such that the LADOTD can le
estimates for subsequent tasks.  Cost estimates cannot initially be provided for all 
tasks as the amount of coding and development required are unknown until 
prec

Software Implementation Scope 

The selection of anoperating software for LaTIS is still under study at the time this 
report is being prepared. It has been recommended that the CHART system be 
utilized. How
including the use of MIST or other similar softw

The following tasks should to be included if a decision is made to adapt the 
CHART code base to LaTIS: 

Requirements Review – A determination of which requirements are to be included 
in a build and release version of CHART to be used for LaTIS.  The CHART 
syste
w

are required for ea
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Software Project Management – This task will support the project manager’s 
supervision continuously throughout the software development and 

 

uration Management – Provides versi ware configuration 
services. 

Business Area Architecture (BAA) – Is an analysis of operations and systems to 
e everyday business of the LaTIS  with what the TMC 

rs do, what they have to do, what they never do and the various business 
 be built into the system application.   

Business Requirements Engineering – This task takes the BAA and develops it 

m CHART due to the 
changes in the map and the addition of water level data. 

Map based Investigation and population – The CHART system uses a specific 

is task. 

vide connectivity to the ITS devices.  This device 
and its software support a range of communication protocols and devices.  The 

r the FMS. 

implementation.

Config on control and soft

support th  users.  It deals
operato
rules and constraints needed to

into the system’s requirements, including hardware workstations, servers, 
communications devices, etc., that are to be included in the design. 

High Level Design – A high level design of the entire system.  The main objective 
of this design is to provide software developers with a framework for the 
implementation of the requirements identified in the LaTIS System Requirements 
document developed as part of the BAA. 

Server Detailed Design – A detailed design of the server applications. 

Graphical User Interface (GUI) detailed design – A detailed design of the GUI, the 
map, and the menu structure.  This will be different fro

version of the ESRI format map database that has been customized.  The use of 
this format for the data will be evaluated.  Variations in the design of the database 
and the subsequent changes in the software will be undertaken.  The acquisition of 
the data and the population of the database will also take place in th

Field Management System (FMS) Detailed Design - The FMS acts as a front-end 
communication system to pro

devices will need to be customized to the LaTIS environment.  This task will 
include the detailed design to accommodate the field management system. 

Server Implementation – The coding of the server software. 

GUI Implementation – The coding of the GUI. 

FMS Implementation – The coding fo

Appendix L 3.8-2



 

Integration Testing –Testing of the entire system and installation on site. 

System Test and Acceptance – Testing of the system against the acceptance test 
plans and associated remedial work. 

nformation 

 generators 

Traveler I

 

Develop fixed locations for variable message signs along each route and at major 
decision points. 

Move the portable, cellular-controlled VMSs to the next set of roadways.  Upgrade 
the wireless CCTV to hard-wired communications. 

Begin implementation of traveler information kiosks at major traffic
and major employment centers.
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Appendix M Project Green Sheets 

M.1 New Orleans Short Term Projects Green Sheets 
 

New Orleans Region Interim 
Phase 1a.  

Anticipated Letting 
Date: June 2002 

Description:  

Project will provide freeway control, traveler information (regarding congestion) 
and incident management for the I-10/I-610 west interchange area. Installation to 
include 14 Radar Vehicle Detection (RVD) devices to detect incidents and 2 
Closed Circuit Television Cameras (CCTV) to verify problems and facilitate 
incident management The equipment will be linked with the LADOTD’s Bridge 
City offices that will serve as a temporary traffic control center (TMC) until the 
permanent TMC is constructed. Project includes development of a 
communications link between the devices and the temporary TMC. 

 

Anticipated Costs - $575,000 

Funding Source –  

Federal ITS Funds Appropriation No. 1 

 

Comments: 

 

 

Revisions and Dates: 
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New Orleans Region Phase: Interim 

Phase 1b 
Letting: June 2
Anticipated 

002 

Description: Project to furnish traveler information and incident management 
systems for the I-10/I55 Interchange, the I-10 High-rise Bridge and the I-10 Twin 
Spans and approaches in the New O gion.rleans re  The work will include 

ors (RVD),  Dynamic Messag

integration with the Interim Phase 1a. project and the portion of the Components 
of the Statewide Reduced Visibility Enhancement Project that pertain to the New 
Orleans Region. 

 

Cost Estimate: $3, 400,000 

Funding Source: Federal ITS Funds  - Appropriation No. 1 $2.25 Million 

integration ($1.2 million) will utilize separate funding source. 

 

Revisions and Dates: 

 

 

installation of 35 Radar Vehicle Detect  5 e Signs 
(DMS) and 10 Closed Circuit Television Cameras (CCTV). Project includes 

                                                             Appropriation No. 2 $1.75 Million   

Comments: 

Upgrades to Microwave System and Reduced Visibility Enhancement project 
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New Orleans Region Regional Transportation 
Management Center 

Short Term Project   

Description: 

Professional services to furnish design and environmental clearance for a Regional 
Traffic Management Center. Site is located at I-10 and West End Boulevard in 
New Orleans. Services to include building architecture, site development, NEPA 
environmental cl

Comments: 

 

 

Revisions and Dates: 

 

Anticipated Letting 
Date: 2002 

earance consistent with FHWA requirements and design for 
integration of ITS. 

 

 

 

Estimated Cost: $550,000 

Funding Source: Federal ITS funds – Appropriation No. 1 

 

Appendix M 3



 

  

New Orleans Region Construction of Regional 
Transportation 
Management Cente

: 

Description: 

Project involves construction of a building to house the New Orleans Regional 
Traffic Management Center at a site located at I-10 and West End Blvd. in New 
Orleans. 

 

 

 

Estimated Cost: $4,500,000 

Funding Source: ITS Federal Funds Appropriation No. 1 - $3.5 million 

                              ITS Federal Funds Appropriation No. 2 - $1.0 million 

Comments: 

 

 

 

 

r 

Anticipated Letting 
Date

March 2004 

Revisions and Dates: 
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New Orleans Region Short Term – TMC 
equipment, integration 
and video walls 

Anticipated Letting 
Date: 

December 2004 

Description: 

Project to install equipment, video display walls and attachment of all devices and 
communications media for operation of the New Orleans Regional TMC  that is to 
be constructed at I-10  and West End Blvd. in New Orleans. 

 

 

 

 

Estimated Cost: $1,500,000 

Funding Source: ITS Federal Funds – Appropriation No. 3 

Comments:  

 

 

 

 

Revisions and Dates: 
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New Orleans Region  North Shore ITS 
Deployment Phase 1 

Anticipated Letting 
Date: Design May 2002 

hazardous weather events, speed limit detectors, radar vehicle detectors to 
determine incidents and CCTV to review incidents and determine remedial 
procedures. The ITS will be deployed along I-55 between L

in the vicinity of the Twin Spans Bridges and approaches. 

 

Estimated Cost: $4,570,000 

Funding Source: Federal ITS funds from Appropriation No. 2 

Comments: 

Some of the ITS components of this project are being imple

Phase 1 project will include additional instrumentation needed for system 
integration. 

 

 

Revisions and Dates: 

 

 

Construction March 2004 

Description: 

Project to install ITS for fog detection, roadway information to alert travelers to 

aPlace and Manchac, 
along the elevated section of I-10 over the Bonne Carre Spillway, and along I-10 

mented as part of the 
statewide Reduced Visibility Enhancement Project. The Northshore Development 
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New Orleans Region Short Term - North 
Shore Development 

onstruction Sept. 2003 

Description: 

Project is part of the regional traffic control system and will provide CCTVs and 
DMS installations to detect incidents, provide appropriate traveler information and 
assist with emergency hurricane evacuation operations. The ITS devices will be 
installed at select interchanges, including: Oak Harbor Tower/ Southshore Hub, 
LaPlace Tower/ Labrache Hub, Manchac/Hammond Hubs, Covington/Troop L 
Hubs and I-59 @ I-10 / I-10  @ Gause Blvd. Project also

Appropriation No. 3 -  $873,243.90 

Comments: 

Revisions and Dates: 

 

 

Phase 2 

Anticipated Letting Date: 
Design March 2002 
C

 includes the Causeway 
North Segment. 

 

 

Estimated Cost: $1,460,000 

Funding Source: Federal ITS Funds - Appropriation No. 2 -  $586,746.10  

Appendix M 7



 

 

New Orleans Region Core ITS Development 
Phase 1 

Anticipated Letting 
Date: T.B.D. consistent 
with I-10 Intersta

Description: 

Project to implement Incident Management along western sections of I-10 in the 
New Orleans region from Veterans Blvd. to US 90. ITS will be installed to furnish 
advanced traveler information and facilitate incident detection, verification and 
response. Devices to be installed include RVD, DMS, CCTV and communications 
links to the TMC

Funding Sou

te 
reconstruction  project 
letting dates 

 (either the temporary TMC at LADOTD’s Bridge City facilities, 
or the new TMC at I-10 and West End Blvd.) 

 

 

 

Estimated Cost: $5,050,000 

rce: Interstate Highway Reconstruction Funds 

Comments: 

The ITS Improvements will be included in the contracts for the Interstate 
Rehabilitation Project that is scheduled for implementation in the area.  

[Elizebeth – I think at least part of this project is already underway. Do we know 
if the ITS stuff was included?} 

Revisions and Dates: 
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New Orleans Region Core ITS Development 
Phase 2 

Anticipated Letting 
Date: Design March 2004 
Construction January 
2006 

Orleans region. ITS will be installed to furnish advanced traveler information and 
facilitate incident detection, verification and response. Devices to be installed 
include RVD, DMS, CCTV and communications links to the TMC (either the 
temporary TMC at LADOTD’s Bridge City facilities, or the new TMC at I-10 and 
West End Blvd.). 

City Connection / US 90 Business (I-10 to Westbank Expressway) 

 

 

 

Estimated Cost: $5,750,000 

Funding Source: Federal, State and Crescent City Connection Funds 

Comments: 

 

Revisions and Dates: 

 

Description: 

Project to implement Incident Management along central sections in the New 

Project limits include I-10 (US 90 Business to I-610 East Junction) and Crescent 
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New Orleans Region Core ITS Deployment 
Phase 3 

nticipated Letting Date: 

onstruction – January 
007 

Description: 

Project to implement Incident Management along selected major thorofares in the 
New Orleans region. ITS will be installed to furnish advanced traveler information 
and facilitate incident detection, verification and response. Devices to be installed 
include RVD, DMS, CCTV and communications links to the TMC (either the 
temporary TMC at LADOTD’s Bridge City facilities, or the new TMC at I-10 and 
West End Blvd.). 

Project to be implemented on US 90 / Huey P. Long Bridge / Clearview Parkway 
(from junction of US 90 / US 90 Business – I-10) and 

I-610 (Junction I-10 West – Junction I-10 East) 

 

 

Estimated Cost: $ 4,870,000 

Funding Source: Federal and State Funds 

Comments: 

 

 

Revisions and Dates: 

 

A
Design – March 2005 
C
2
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New Orleans Region Mid-Term Deployment 
Core ITS

Anticipated Letting Date: 
Design – January 2007 
Construction – January 
2009 

Description: 

Project to implement Incident Management along selected major thorofares in the 
New Orleans region. ITS will be installed to furnish advanced traveler information 
and facilitate incident detection, verification and response. Devices to be installed 
include RVD, DMS, CCTV and communications links to the TMC. 

Project limits: 

 I-10 (Veterans Blvd. West to I-310) 

 Deployment 
Phase 4 

I-10 (Morrison Ave. to Lake Pontchartrain)  

Estimated Cost: $11,280,000 

Funding Source: Federal and State Funds 

Comments: 

 

 

 

Revisions and Dates: 
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New Orleans Region Mid-Term Deployment 
Core ITS Deployment 
Phase 5 

Anticipated Letting Date: 
Design  -  January 2009 
Construction – January 201

region. ITS will be installed to furnish advanced traveler information and facilitate 
incident detection, verification and response. Devices to be installed include RVD, DMS, 
CCTV and communications links to the TMC (either the temporary TMC at LADOTD’s 
Bridge City facilities, or the new TMC at I-10 and West End Blvd.). 

Project limits: 

Westbank Expressway / US 90 Business (Crescent City Connection Approach to US 90) 

 

 

Estimated Cost: $4,970,000 

Funding Source: Federal and State Funds 

Comments: 

 

 

 

Revisions and Dates: 

 

0 

Description: 

Project to implement Incident Management along selected sections in the New Orleans 
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M.2 Baton Rouge Short Term Projects Green Sheets 
 

 Anticipated 
st

Description: Signal and intersection improvements along designated diversion 
routes (Arterials) and routes identified as congested by the area’s congestion 
management system. Includes some controller and cabinet replacements, improved 
vehicle detection, surveillance systems and communications l

Plank Rd., Harding Blvd., Range Rd., LA 415, and LA 1. 

 

Revisions: 

 

 

Baton Rouge Region          
Surface Street Control Priority 3 

 

Phase:  

Short-Term 
Letting: Design 1  
Q. 2004 – Const. 
3rd Q. 2004 

inks. Project 
involves 46 intersections. 

 

Cost Estimate:$130,000 Design     $3,220,000 Cosntruction 

Funding Source:  

Comments: Improvements to be implemented along Jefferson Hwy., Essen Ln., 

Dates: 
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Baton Rouge Region           Phase:  Anticipated 
Surface Street Control Priority 4 

 4th Q. 2006 

n and inter mprovements along 
d

 

Cost Estimate: $370,000 design    -    $3,080,000 Construction 

Funding Source:  

Comments: Signal upgrades and integration are proposed for: 

Old Hammond Hwy., Airline Hwy., Highland Rd., O’Neal Ln., Millerville Rd., 
Florida Blvd., and LA  19. 

 

Short-Term 
Letting: Design 1st 
Q. 2005 – Const. 

Description: Signal upgrades, integratio section i
esignated diversion routes (Arterials) and routes identified as congested by the 

area’s congestion management system. Project involves 43 intersections. 

Revisions: 

 

 

Dates: 
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C
Phase:  Anticipated 

Letting: 

2002 

Description: Project to provide traffic surveillance and monitoring,

which included the Mississippi River Bridge. 

 

Cost Estimate: $9,761,000 ( Construction) 

Funding Source:  

Revisions: 

 

Baton Rouge Region          Freeway 
ontrol, Surveillance, and Incident 

Management – Priority 1 Short-Term Construction 1st Q. 

 traveler 
information and communications links along I-10 from LA 1 to the I-10/I-12 split 

Comments: Project will furnish RVD, CCTV, permanent DMS and HAR to 
augment existing MAP and RIM patrols along one of the most congested segments 
of I-10 in Louisiana. 

 

 

Dates: 
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Baton Rouge Region          Freeway 
Control, Surveillance, and Incident 
Management – Priority 2 

Phase:  

Short-Term 

Description: This project is an extension of the freeway management system 
being deployed along I-10 in Baton Rouge and will furnish additional surveillance, 
monitoring and traveler information for I-10

Comments: Project to furnish AVD, CCTV, DMS and extend communications 
links from devices to 

Anticipated 
Letting: 
Construction 2ond 
Q. 2002 

 from the I-10/1-12 split to Siegen 
Lane. 

 

Cost Estimate: $5,580,000 

Funding Source:  

TMC. 

 

Revisions: 

 

 

Dates: 
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Baton Rouge Region           
Surface Street Control Priority 5 

 
Short-Te

Letting: Design 1st 
Q. 2006 – Const. 
4th Q. 2007 

mprovem
designated diversion routes (Arterials) and routes identified as congested by the 
area’s congestion management system. Project involves 53 intersections. This 
implementation will provide remote computerized traffic control abilities and will  
be integrated into the Baton Rouge area wide ITS operations. 

 

Funding Source:  

Comments: Signal upgrades and integration are proposed for: 

Burbank Rd., Harrell’s Ferry

Revisions: 

 

 

Phase:  

rm 

Anticipated 

Description: Signal upgrades, integration and intersection i ents along 

Cost Estimate: $436,000 Design   -   $5,580,000 Construction 

 Rd., Scenic Hwy., Micken’s Rd., Greenwell Springs 
Rd., Lee Dr., Staring Ln., Bluebonnet Rd., Chippewa Rd. and Plank Rd. 

 

Dates: 
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C
Phase:  Anticipated 

Letting: De st

Construction 3rd  Q. 
2005 

Description: This project is an extension of the freeway management system 
being deployed in Baton Rouge and will furnish add

Lane. 

 

Cost Estimate: $640,000 Design     -     $5,580,000 Construction 

Funding Source:  

 

 

 

Baton Rouge Region          Freeway 
ontrol, Surveillance, and Incident 

Management – Priority 3 Short-Term 
sign 1  

Q. 2004 

itional surveillance, 
monitoring and traveler information for I-12 from the I-10/1-12 split to O’Neal 

Comments: Project to furnish AVD, CCTV, DMS and extend communications 
links from devices to TMC. 

 

 

 

Revisions: 

 

 

Dates: 

 

Appendix M 18



 

 

Baton Rouge – Advanced Public 
Transit Vehicle Tracking 

Phase:  

Short-Term 

Anticipated 
Letting: 1st Q. 
2004 

 

Cost Estimate: $565,000 Consttruction 

Comments: System includes location detection, communication, data processing 
and traveler interface. On board GPS will enable users to dial in for real time 
schedule information. 

 

 

 

 

Revisions: 

 

 

Description: Project will provide an automated vehicle location system to track 
schedule adherence for Capitol Transit Corporation fleet. 

Funding Source:  

 

 

Dates: 

Appendix M 19



 

 

Baton Rouge Region          Freeway 
Control, Surveillance, and In

Phase:  

Short-Term 

Anticipated 
Letting: Design 1st 
Q. 200

2007 

b

Harding Blvd. 

Cost Estimate: $626,000 Design     -     $8,099,000 Construction 

Funding Source:  

C

cident 
Management – Priority 4 6 

Construction 3rd Q. 

Description: This project is an extension of the freeway management system 
eing deployed in Baton Rouge and will furnish additional surveillance, 

monitoring and traveler information for I-110 from the I-10/1-110 interchange to 

 

omments: Project to furnish AVD, CCTV, DMS and extend communications 
links from devices to TMC. 

 

 

 

 

 

 

Revisions: 

 

 

Dates: 
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M.3 Lafayette Region Short-Term Projects - Green 
Sheets 

 

I-10 – Duson to Whiskey Bay Short-Term 

Antici

2003 

Description: Project to furnish traveler information and incident management 
systems along 

th

Devices to be installed under the project include 8-10 CCTV, 20

combinations of leased fiber, optical fiber and microwave installations. 

 

Lafayette Region  Phase: 1A Design pated 
Letting: 1st Q. 

I-10 from Duson to Whiskey Bay. The project will be located 
immediately east of Lafayette along a segment of elevated over wetland areas of 

e Atchafalaya Basin. The implementation will furnish network surveillance, 
incident management, regional control, freeway control and traveler information. 

 RVD, 12 video 
detectors, 3 DMS and 3 HARs. Communications will also be established through 

Cost Estimate: $214,710 

Funding Source: Federal ITS Funds   

Comments: 

 

Revisions: 

 

 

Dates: 

 

Appendix M 21



 

Lafayette Region  Phase: 1A Anticipated 

I-10 – Duson to Whiskey Bay 
Construction  

Integration 

Letting: 4th Q. 
2003 

Description: Project to furnish traveler information and incident management 
systems along I-10 from Duson to Wh j cated iskey Bay. The pro ect will be lo
immediately east of Lafayette along a se vated ov d gment of ele er wetlan areas of 
the Atchafalaya Basin. The implementa rnish ne  surveillance, tion will fu twork
incident management, regional control, freeway control and traveler information. 
Devices to be installed under the project include 8-10 CCTV, 20 RVD, 12 video 
detectors, 3 DMS and 3 HARs. Communications will also be established through 
combinations of leased fiber, optical fiber and microwave installations. 

 

Cost Estimate: $2,147,100 

 

Funding Source: Federal ITS Funds   

Comments: 

 

Revisions: Dates: 
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Lafayette Region  

Sunset) 

Antici

Description: Project to furnish surface street control, traffic forecasts and demand 
management as well as Emergency Response and Emergency Routing.. Devices to 
be installed under the project include 8-10 CCTV, 20 RVD, 10 video detectors,  
signal upgrades at 25 intersections, 2 DMS and 2 HARs. Communications will 
also be established through combinations of leased fiber, optical fiber and 
microwave installations. 

 

Cost Estimate: $197,350 (design) 

Funding Source: Federal ITS Funds   

Comments: 

 

Revisions: 

 

Dates: 

I-49,US 90, US 167 (LA 96 – 

Phase: 1B 

Design 

pated 
Letting: 4th Q. 
2003 
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Lafayette Region  

I-49,US 90, US 167 (LA 96 – 
Sunset) 

Phase: 

Integration 

Anticipated 
Letting: 3rd Q. 
2004 

Description: Project to furnish surface street control, traffic forecasts and demand 
management as well as Emergency Response and Emergency Routing.. Devices to 
be installed under the project include 8-10 CCTV, 20 RVD, 10 video detectors,  
signal upgrades at 25 intersections, 2 DMS and 2 HARs. Communications will 
also be established through combinations of leased fiber, optical fiber and 
microwave installations. 

 

Cost Estimate: $1,913,500 (construction) 

Funding Source: Federal ITS Funds   

Comments: 

 

 

 

 

 

Revisions: 

 

 

Dates: 

1B 
Construction 
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Lafayette Region 

 

Phase: 1C 

Design 

Anticipated 
Letting: 4th Q. 
2003 

Description: Project to furnish ITS to assist with large scale emergency 
evacuation from southern Louisiana regions through the Lafayette area. 
Implementation will furnish Road Weather Information Systems for flood 
detection, Mayday support as well as ITS devices to detect, verify and manage 
traffic incidents that could impair evacuation.. Additional devices will be provided 
(DMS and HAR) to fur

project will also include communications links between TMCs and devices. 

 

Cost Estimate: $197,350 (design) 

Funding Source: Federal ITS Funds   

Comments: 

 

Revisions: 

 

– Evacuation 
Routes Morgan City to Opelouses 

nish information to evacuees. Devices to be furnished 
include 8-10 CCTV, 20 RVD, 12 Video Detectors, 3 DMS and 3 HAR. The 

Dates: 
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Lafayette Region – Evacuation 
Routes Morgan City to Opelouses 

 

Phase: 1C 

integration 

Anticipated 
Letting: 2 no d Q. 
2005 

Description: Project to furnish ITS to assist with large scale emergency 
evacuation from southern Louisiana regions through the Lafayette area. 
Implementation will furnish Road Weather Information Systems for flood 
detection, Mayday support as well as ITS devices to detect, verify and manage 
traffic incidents that could impair evacuation.. Additional devices will be provided 
(DMS and HAR) to furnish information to evacuees. Devices to be furnished 
include 8-10 CCTV, 20 RVD, 12 Video Detectors, 3 DMS and 3 HAR. The 
project will also include communications links between TMCs and devices. 

 

Cost Estimate: $1,495,800 (construction) 

Funding Source: Federal ITS Funds   

Comments: 

 

Revisions: 

 

Dates: 

construction / 
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Lafayette Region – Surface Street 
Control 

Phase: II B 
Design 

Anticipated 
Letting: 1st Q. 
2005 

on surface street system. The new controllers will enable adapative traffic control 
for surface routes in the Lafayette area. Work will include leased fiber and 
microwave communications links. 

 

Cost Estimate: $327.500 (design) 

 

 

 

 

 

 

 

 

 

Description: Project to furnish advanced signal controllers to improve traffic flow 

Funding Source: Federal ITS Funds   

Comments: 

 

Revisions: Dates: 
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Lafayette Region – Surface Street 
Control 

Phase: II B 
Construction 

Anticipated 
Letting: 4th Q. 
2006 

Description: Project to furnish advanced signal controllers to improve traffic flow 
on surface street system. The new controllers will enable adapative traffic control 
for surface routes in the Lafayette area. Work will include leased fiber and 
microwave communications links. 

 

Cost Estimate: $3,275,000 (construction-integration) 

Funding Source: Federal ITS Funds   

Comments: 

 

 

 

 

 

Revisions: 

 

 

Dates: 
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Lafayette Region – Highway / Rail 
Intersection Operations 

Phase: II C 
Design 

Anticipated 
Letting: 4  Q. th

2006 

Description: Project to furnish advanced signal controllers to improve 
coordination between railroad grade crossings and traffic signal operations along 
Lafayette’s surface street and highway system. The work will include 
communications links using Cox  cable. 

 

Cost Estimate: $85,700 (design) 

Funding Source: Federal ITS Funds   

Comments: 

 

 

 

 

 

Revisions: 

 

 

Dates: 
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Lafayette Region – Highway Rail 
Intersection Operations 

Phase: II c 
Construction 

Anticipated 
Letting: 2ond Q. 
2007 

Description: Project to furnish advanced signal controllers to imprlve 
coordination between railroad grade crossings and traffic signal operations along 
Lafayette’s surface street and highway system. The work will include 
communications links using Cox  cable. 

 

Cost Estimate: $857,000 (construction - integrations) 

Funding Source: Federal ITS Funds   

Comments: 

 

 

 

 

 

 

Revisions: 

 

 

 

Dates: 
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M.4 Shreveport/Bossier City Short Term Projects – 
Green Sheets 

Shreveport/Bossier City Region  

CCTV and Signal System Impvts. 
Intermediate P

Description: CCTV installation and signal improvements along LA 526, US 171 
and Jewella Road. Involves improvements at 26 intersections.  

 

Cost Estimate: $372,941 (Design)  -  $3,729,408 (Construction) 

Funding Source: Earmarks 1&2 and local Shreveport Funds 

C

Phase: 
h. 2 

Anticipated 
Letting: December 
2003 

omments: Includes 14% of distribution communications costs. 

Revisions: 

 

 

Dates: 
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Shreveport/Bossier City Region 
Signal System & Intersection 
Improvements. 

Phase: 
Intermediate Ph 1 

Anticipated 
Letting: Dec. 2003

Description: Surface street CCTV system and signal improvements along LA 
511, LA 3132, LA 1, McDade St., and LA 3. Project involves signal system 
improvements at 27 intersections and 11 CCTV installations. 

 

 

 

 

 

Cost Estimate: $155,813 (design) and $1,558,128 (construction 

Funding Source: Earmark No. 1 

Comments: The construction cost reflects and 80% reduction 

Revisions: 

 

 

Dates: 

 

 

Cost Estimate: $301,656 (design) - $3,016,464 (construction) 

Funding Source: Earmark 3 and local Shreveport Funds 

Comments: Includes 12% of distribution communications funds. 

Revisions: 

 

 

Dates: 

in signal system 
improvements cost to account for interconnect and other hardware currently being 
installed by LADOTD using non-ITS funds. Includes 8% of trunkline and 14% of 
distributions communications costs. 

 

 

 

 

Shreveport/Bossier City Region 
Surface street CCTV and Signal System 
Improvements 

Phase: 3 
Intermediate 
Deployment 

Anticipated 
Letting: Sept. 2004 

Description: Surface street CCTV installations and signal improvements along 
LA 1, LA 511 and US 171. Project will furnish 5 CCTV installations and signal 
improvements at 22 intersections. 
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Cost Estimate: $ 

Funding Sou

Comments: 

 

 

 

 

 

 

Shreveport/Bossier City Region 
Freeway Inci

Phase: 1 – 
Term 

Anticipated 

Description: Project provides CCTV and DMS along I-20 and RVD and CCTV at 
I-20/I-220/LA 3132, I-20/I-49 and I-20/I-220 East Interchanges and approaches. 
Also includes 4 HAR installation

in

rcde
Near 

s. The project also includes

 

 

 

 

Revisions: 

 

e:  nt Management  Letting: Mar 2005 

 development of an 
interim TMC along with the required network management and systems software 

tegration.  Items consist of 1 TMC plus software and Integration (interim), 52 
RVD, 21 CCTV installations, 4 DMS and 4 HAR. 

 

Cost Estimate: $381,960 (design)  -  $3,819,600 (construction) 

Funding Source: State ITS Funds and Federal Earmark  

Comments: 

 

 

 

Dates: 

Appendix M 33



 

Appendix N Acronyms and Abbreviation 
 

ABR Available Bit Rate 

API Applications Programming Interface 

ATM Asynchronous Transfer Mode 

ATM/EOC Advanced Traffic Management/Emergency Operations Center 

ATMS Advanced Traffic Management System 

BSR Boot Strap Router 

CAC Connection Admission Control 

CATV Cable Television 

CCCD Crescent City Connection Division 

CCITT Comité Consultatif International Téléphonique et Télégraphique 

CCTV Closed Circuit Television 

CHART Coordinated Highways Action Response Team 

CLI Call Level Interface 

CORBA Common Object Request Broker 

CO Central Office 

COS Class of Service 

C

ACS Access Control Server 

SU/DSU Channel Service Unit/Data Service Unit  

CSC Computer Sciences Corporation 

CLI Call Level Interface 

CVISN Commercial Vehicle Information Systems & Networks 
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DCS Device Communications Server 

DDS Dedicated Digital Service 

Demarc Demarcation 

DMS Dynamic Message Sign 

DMZ Demilitarized Zone 

DOTD nd Development Department of Transportation a

DPS Department of Public Safety 

DPW Department of Public Works 

DTMF ion Frequency Dual Tone Modulat

DVMRP ng Protocol Distance Vector Multicast Routi

EOC Emergency Operations Center 

FHWA Federal Highway Administration 

FIFO First In, First Out 

Fps Frames per second 

FTE Full-time Equivalent 

GDS  Global Data Systems

GEC Gulf Engineers and Consultants 

GUI Interface Graphical User 

HAR Highway Advisory Radio 

HDTV High Definition Television 

HP Hewlett-Packard Company 

HQ Headquarters 
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IGMP ocol Internet Group Management Prot

IP Internet Protocol 

ISDN Integrated Services Digital Network 

ISO International Organization for Standardization 

ISP Internet Service Provider 

IT Information Technology 

ITS Intelligent Transportation System 

Kbps Kilobits per second 

Kcps Kilocells per second 

LAN Local Area Network 

LATA ea Local Access and Transport Ar

LaTIS Louisiana Transportation Information System 

LEC Local Exchange Carrier 

LEF Light Emitting Fiber 

LOEP ergency Preparedness Louisiana Office of Em

LPB Louisiana Public Broadcasting 

LSP Louisiana State Police 

LUS Lafayette Utilities System 

MAN Metropolitan Area Network 

Mbps Megabits per second 

MIST stem for Transportation Management Information Sy

MPEG  Experts Group Motion Picture
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NEMA ciation National Electrical Manufacturers Asso

NMS ent System Network Managem

NTCIP ions for ITS Protocol National Transportation Communicat

NTSC National Television System Committee 

OAM&P n, Maintenance and Provisioning Operations, Administratio

OSI ction Open Systems Interconne

OSPF Open Shortest Path First 

OTM Office of Telecommunications Management 

PB Parsons-Brinckerhoff Quade & Douglas, Inc. 

PBX Private Branch Exchange 

PCI Peripheral Component Interconnect 

PDU Power Distribution Unit 

PIM Protocol Independent Multicasting 

POP Point of Presence 

POTS Plain Old Telephone System 

Pan/Tilt/Zoom 

PVC Permanent Virtual Circ

Quality of Service 

Regen Regeneration (Station) 

Reduced Instruction S

ROW Right-of-way 

Rendez-Vous Point 

P/T/Z 

uit 

QOS 

RISC et Computing 

RP 
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RVD Radar Vehicle Detector 

Storage Area Network 

SNMP Simple Network Management Protocol 

Synchronous Optical NETwork 

SVC Switched Virtual Circuit 

Terminal Access Control and A

TDM Time Division Multiplexi

Telephone Company 

TMC Traffic Management Center 

UDP User Datagram Protocol 

UPS Uninterruptable Power Supply 

USGS Service United States Geological 

VAC Volts Alternating Current 

Variable Bit Rate 

VDC Volts Direct Current 

VLAN Virtual LAN 

VPN Virtual Private Network 

Variable Speed Lim

WAN Wide Area Network 

WDM Wave Division Multiplexers 

 

SAN 

SONET 

TACACS ccounting Services 

ng 

Telco 

VBR 

VSLS it Sign 
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